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How to use this book
Doing psychology consists of three skills: describing what you know, applying 
your knowledge and analysing/evaluating this knowledge. This applies to all 
students – AS students and A level students.

The specification says…

Ways of investigating the brain
Ways of studying the brain: scanning techniques, 
including functional magnetic resonance imaging (fMRI); 
electroencephalograms (EEGs) and event-related potentials 
(ERPs); post-mortem examinations.

Advances in science and technology have brought with them 
ever more sophisticated and precise methods of studying the 
brain. Some modern scanning techniques are able to record 
global neural activity through the assessment of brainwave 
patterns whilst others are able to home in on activity in speci� c 
parts of the brain as the brain performs certain tasks and 
processes.

Another more traditional way of investigating the brain – the 
post-mortem – is also considered.

Key terms
Functional magnetic resonance imaging (fMRI) – A method 
used to measure brain activity while a person is performing 
a task that uses MRI technology (detecting radio waves from 
changing magnetic � elds). This enables researchers to detect 
which regions of the brain are rich in oxygen and thus are active. 

Electroencephalogram (EEG) – A record of the tiny electrical 
impulses produced by the brain’s activity. By measuring 
characteristic wave patterns, the EEG can help diagnose certain 
conditions of the brain.

Event-related potentials (ERPs) – The brain’s 
electrophysiological response to a speci� c sensory, cognitive, or 
motor event can be isolated through statistical analysis of EEG 
data.

Post-mortem examinations – The brain is analysed after death 
to determine whether certain observed behaviours during the 
patient’s lifetime can be linked to abnormalities in the brain.

  Concepts: Match the picture to the techniques
Do the pictures (A, B, C and D) relate to fMRI, EEG, ERPs or post-mortems?
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Scanning and other techniques
Functional magnetic resonance imaging (fMRI) 
fMRI works by detecting the changes in blood oxygenation and � ow that occur 
as a result of neural (brain) activity in speci� c parts of the brain. When a brain 
area is more active it consumes more oxygen and to meet this increased demand, 
blood � ow is directed to the active area (known as the haemodynamic response). 
fMRI produces 3-dimensional images (activation maps) showing which parts 
of the brain are involved in a particular mental process and this has important 
implications for our understanding of localisation of function.

Electroencephalogram (EEG) 
EEGs measure electrical activity within the brain via electrodes that are � xed to an 
individual’s scalp using a skull cap. The scan recording represents the brainwave 
patterns that are generated from the action of millions of neurons, providing an 
overall account of brain activity. EEG is often used by clinicians as a diagnostic tool 
as unusual arrhythmic patterns of activity (i.e. no particular rhythm) may indicate 
neurological abnormalities such as epilepsy, tumours or disorders of sleep.

Event-related potentials (ERPs) 
Although EEG has many scienti� c and clinical applications, in its raw form it is 
a crude and overly general measure of brain activity. However, within EEG data 
are contained all the neural responses associated with speci� c sensory, cognitive 
and motor events that may be of interest to cognitive neuroscientists. As such, 
researchers have developed a way of teasing out and isolating these responses. 
Using a statistical averaging technique, all extraneous brain activity from the 
original EEG recording is � ltered out leaving only those responses that relate to, 
say, the presentation of a speci� c stimulus or performance of a speci� c task. What 
remains are event-related potentials: types of brainwave that are triggered by 
particular events. Research has revealed many different forms of ERP and how, for 
example, these are linked to cognitive processes such as attention and perception. 

Post-mortem examinations
A technique involving the analysis of a person’s brain following their death. In 
psychological research, individuals whose brains are subject to a post-mortem are 
likely to be those who have a rare disorder and have experienced unusual de� cits 
in mental processes or behaviour during their lifetime. Areas of damage within 
the brain are examined after death as a means of establishing the likely cause 
of the af� iction the person suffered. This may also involve comparison with a 
neurotypical brain in order to ascertain the extent of the difference. 

1. Outline one difference between EEGs and ERPs as 
ways of investigating the brain.    [2 marks]

2. Brie� y evaluate post-mortem examinations as a way 
of investigating the brain.   [4 marks]

3. Describe and evaluate scanning techniques as a way 
of investigating the brain.   [16 marks]

Check It

 Methods: Memory lane
A researcher used an fMRI scan to investigate whether different 
types of long-term memories are located in different parts of the 
brain. Participants were asked to think about family holidays they 
had been on as a child and their brain activity was recorded. The 
same participants were then asked to mentally ‘list’ European 
capital cities and their brain activity was again recorded to see if 
there was a difference. 

Question

The investigation described above could be considered to be a 
lab experiment. Brie� y discuss strengths and limitations of lab 
experiments with reference to the investigation above.  (6 marks)
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Evaluation 
Functional magnetic resonance imaging 
Strengths – One key strength of fMRI is, unlike other scanning 
techniques such as PET, it does not rely on the use of radiation. 
If administered correctly it is virtually risk-free, non-invasive and 
straightforward to use. It also produces images that have very high spatial 
resolution, depicting detail by the millimetre, and providing a clear picture 
of how brain activity is localised. 

Weaknesses – fMRI is expensive compared to other neuroimaging 
techniques and can only capture a clear image if the person stays 
perfectly still. It has poor temporal resolution because there is around a 
5-second time-lag behind the image on screen and the initial � ring of 
neuronal activity. Finally, fMRI can only measure blood � ow in the brain, 
it cannot home in on the activity of individual neurons and so it can be 
dif� cult to tell exactly what kind of brain activity is being represented on 
screen.

Electroencephalogram
Strengths – EEG has proved invaluable in the diagnosis of conditions 
such as epilepsy, a disorder characterised by random bursts of activity 
in the brain that can easily be detected on screen. Similarly, it has 
contributed much to our understanding of the stages involved in 
sleep (see research into ultradian rhythms – page 48). Unlike fMRI, 
EEG technology has extremely high temporal resolution. Today’s EEG 
technology can accurately detect brain activity at a resolution of a single 
millisecond (and even less in some cases). 

Weakness – The main drawback of EEG lies in the generalised nature of 
the information received (that of many thousands of neurons). The EEG 
signal is not useful for pinpointing the exact source of neural activity, and 
it does not allow researchers to distinguish between activities originating 
in different but adjacent locations.

Event-related potentials 
Strengths – The limitations of EEG are partly addressed through the 
use of ERPs. These bring much more speci� city to the measurement of 
neural processes than could ever be achieved using raw EEG data. As 
ERPs are derived from EEG measurements, they have excellent temporal 
resolution, especially when compared to neuroimaging techniques such 
as fMRI, and this has led to their widespread use in the measurement of 
cognitive functions and de� cits. Researchers have been able to identify 
many different types of ERP and describe the precise role of these in 
cognitive functioning; for instance, the P300 component is thought to be 
involved in the allocation of attentional resources and the maintenance of 
working memory. 

Weaknesses – Critics have pointed to a lack of standardisation in ERP 
methodology between different research studies which makes it dif� cult 
to con� rm � ndings. A further issue is that, in order to establish pure 
data in ERP studies, background noise and extraneous material must be 
completely eliminated, and this may not always be easy to achieve. 

Post-mortems 
Strengths – Post-mortem evidence was vital in providing a foundation 
for early understanding of key processes in the brain. Paul Broca and 
Karl Wernicke (see page 38) both relied on post-mortem studies in 
establishing links between language, brain and behaviour decades before 
neuroimaging ever became a possibility. Post-mortem studies improve 
medical knowledge and help generate hypotheses for further study. 

Weaknesses – Causation is an issue within these investigations, 
however. Observed damage to the brain may not be linked to the de� cits 
under review but to some other unrelated trauma or decay. A further 
problem is that post-mortem studies raise ethical issues of consent from 
the patient before death. Patients may not be able to provide informed 
consent, for example in the case of HM who lost his ability to form 
memories and was not able to provide such consent – nevertheless post-
mortem research has been conducted on his brain.

  Concepts: FMRI and lie detection
One innovative and recently emerging application of fMRI has 
been in the � eld of lie detection. Many have claimed that fMRI 
is an ideal tool for detecting truthfulness (or more pertinently, 
the lack of it) due to its ability to effectively see inside the brain. 
Supporters of its use argue that the analysis of neural blood � ow 
is preferable to tracking peripheral measures of anxiety — such 
as changes in pulse, skin temperature or respiration – that would 
be recorded by more traditional lie detectors or polygraphs (such 
as those employed by police detectives or on daytime talk shows). 
Traditional lie detectors are widely acknowledged as ‘beatable’, 
but neural activity is much more dif� cult to fake!

Two US companies, Cephos (in Pepperell, Massachusetts) and the 
catchily-named No Lie MRI (in Tarzana, California), claim to predict 
with over 90 percent accuracy whether its clients are ‘spinning a 
line’. No Lie MRI suggests that the technique may even be used for 
‘risk reduction in dating’.

Many neuroscientists and legal scholars doubt such claims – and 
some even question whether brain scans for lie detection will ever 
move beyond the research lab into the real world. 

Question

What are the strengths and limitations of using fMRI as a method 
of lie detection?

@ookx hs
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The term ‘event-related potential’ refers to the method used for studying 
the brain as well as what is examined / isolated as a result of  that 
technique, i.e. a speci� c form of  brainwave. In effect, the ERP technique 
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Will neuroimaging 
techniques such as 
fMRI ever replace 
the traditional 
polygraph on 
entertainment 
programmes such 
as the Jeremy Kyle 
Show?
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Analysing and evaluating 
Assessment objective 3 (AO3) 
is concerned with your ability to 
evaluate the concepts and studies you 
have learned about.

On most spreads in this book we 
have presented the AO3 material on 
the right-hand side.

Generally we have focused on three 
criticisms, each one clearly elaborated 
to demonstrate the skill of evaluation.

Three criticisms is suffi cient for 
reasonable performance. For excellent 
performance you may need to add the 
evaluation extra. It is better to do 
three that are well elaborated than fi ve 
that are mediocre. It is best to do fi ve 
that are elaborated.

Applying your knowledge
Assessment objective 2 (AO2) 
is concerned with being able to apply 
your psychological knowledge.

It is a really good way to assess 
whether you do understand 
psychological knowledge.

On every spread we usually have 
two or three ‘Apply it’ questions which 
give you a chance to practise this AO2 
skill of application in relation to both 
concepts and research methods.

Research methods topics are covered 
in Chapter 3 but we have given you a 
chance to apply them throughout the 
book.

Describing what you know
Assessment objective 1 (AO1) 
is concerned with your ability to report 
detailed descriptions of psychological 
knowledge and demonstrate your 
understanding of this knowledge.

On most spreads in this book we 
have presented all the AO1 material on 
the left-hand side. 

We have divided the text up with 
subheadings to help you organise your 
understanding. Each heading should 
act as a cue for material to recall and 
matches the material in the summary 
at the end of each chapter.

What is an 
‘assessment objective’?

It is something that is used to 
assess your ability.

You can demonstrate what 
you know by describing it but 
there is more to knowledge 
than that. There is the further 
skill of being able to use your 
knowledge in new situations 
(applying  your knowledge). 
And a further skill is to be 
able to judge the value of your 
knowledge (evaluation).

All three of these skills are 
part of your studies.

From page 387 onwards we give you 
an overview of practice questions, 
which will help you to see why we have 
designed our spreads as they are.

The specification says…

Ways of investigating the brain
Scanning and other techniques
Functional magnetic resonance imaging (fMRI) 

 works by detecting the changes in blood oxygenation and � ow that occur 
as a result of neural (brain) activity in speci� c parts of the brain. When a brain 
area is more active it consumes more oxygen and to meet this increased demand, 
blood � ow is directed to the active area (known as the haemodynamic response
fMRI produces 3-dimensional images (activation maps) showing which parts 
of the brain are involved in a particular mental process and this has important 
implications for our understanding of localisation of function.

 measure electrical activity within the brain via electrodes that are � xed to an 
individual’s scalp using a skull cap. The scan recording represents the brainwave 
patterns that are generated from the action of millions of neurons, providing an 
overall account of brain activity. EEG is often used by clinicians as a diagnostic tool 

 patterns of activity (i.e. no particular rhythm) may indicate 
neurological abnormalities such as epilepsy, tumours or disorders of sleep.

Event-related potentials (ERPs) 
Although EEG has many scienti� c and clinical applications, in its raw form it is 
a crude and overly general measure of brain activity. However, within EEG data 
are contained all the neural responses associated with speci� c sensory, cognitive 
and motor events that may be of interest to cognitive neuroscientists. As such, 
researchers have developed a way of teasing out and isolating these responses. 
Using a statistical averaging technique, all extraneous brain activity from the 
original EEG recording is � ltered out leaving only those responses that relate to, 
say, the presentation of a speci� c stimulus or performance of a speci� c task. What 

: types of brainwave that are triggered by 
particular events. Research has revealed many different forms of ERP and how, for 
example, these are linked to cognitive processes such as attention and perception. 

A technique involving the analysis of a person’s brain following their death. In 
psychological research, individuals whose brains are subject to a post-mortem are 
likely to be those who have a rare disorder and have experienced unusual de� cits 
in mental processes or behaviour during their lifetime. Areas of damage within 
the brain are examined after death as a means of establishing the likely cause 
of the af� iction the person suffered. This may also involve comparison with a 

 brain in order to ascertain the extent of the difference. 
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Evaluation 
Functional magnetic resonance imaging 
Strengths – One key strength of fMRI is, unlike other scanning 
techniques such as PET, it does not rely on the use of radiation. 
If administered correctly it is virtually risk-free, non-invasive and 
straightforward to use. It also produces images that have very high spatial 
resolution, depicting detail by the millimetre, and providing a clear picture 
of how brain activity is localised. 

Weaknesses – fMRI is expensive compared to other neuroimaging 
techniques and can only capture a clear image if the person stays 
perfectly still. It has poor temporal resolution because there is around a 
5-second time-lag behind the image on screen and the initial � ring of 
neuronal activity. Finally, fMRI can only measure blood � ow in the brain, 
it cannot home in on the activity of individual neurons and so it can be 
dif� cult to tell exactly what kind of brain activity is being represented on 
screen.

Electroencephalogram
Strengths – EEG has proved invaluable in the diagnosis of conditions 
such as epilepsy, a disorder characterised by random bursts of activity 
in the brain that can easily be detected on screen. Similarly, it has 
contributed much to our understanding of the stages involved in 
sleep (see research into ultradian rhythms – page 48). Unlike fMRI, 
EEG technology has extremely high temporal resolution. Today’s EEG 

that are mediocre. It is best to do fi ve 
that are elaborated.

Scanning and other techniques
Functional magnetic resonance imaging (fMRI) 

 works by detecting the changes in blood oxygenation and � ow that occur 
as a result of neural (brain) activity in speci� c parts of the brain. When a brain 
area is more active it consumes more oxygen and to meet this increased demand, 

haemodynamic response). 
fMRI produces 3-dimensional images (activation maps) showing which parts 
of the brain are involved in a particular mental process and this has important 

 measure electrical activity within the brain via electrodes that are � xed to an 
individual’s scalp using a skull cap. The scan recording represents the brainwave 
patterns that are generated from the action of millions of neurons, providing an 
overall account of brain activity. EEG is often used by clinicians as a diagnostic tool 

 patterns of activity (i.e. no particular rhythm) may indicate 
neurological abnormalities such as epilepsy, tumours or disorders of sleep.

Although EEG has many scienti� c and clinical applications, in its raw form it is 
a crude and overly general measure of brain activity. However, within EEG data 
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Extra features on each spread
What the speci� cation says

The spread begins (top left) with an excerpt from the specifi cation 
showing you what is covered on the spread. There is also a brief analysis 
of what the specifi cation entry means.

De� nition of speci� cation terms

The specifi cation terms are explained, mirroring what you might be 
expected to know if you were asked to explain the terms. These key 
terms are emboldened in blue in the text. 

Other important words are emboldened in the text and explained in 
the glossary, which forms part of the index.

Study tips

This book has been written by very experienced teachers and subject 
experts. When there is room they give you some of their top tips about 
the skills necessary to develop your understanding of psychology. They 
may also include pointers about typical misunderstandings.

Check it

A sample of practice questions to help you focus on how you will be 
using the material on the spread.

The  fi nal question is an extended writing question. A level students 
need to answer 16-mark questions. Extended writing skills are discussed 
on pages 396–397.

Extra features in each chapter
Chapter introduction

Each chapter begins with discussion points that might help you start thinking 
about the topic.

Chapter summary

Each chapter ends with a useful spread summarising the key points from 
each spread. 

These summaries should help you revise. Look at each key point and see 
what you can remember. Look back at the spread to remind yourself. Each 
time you do this you should remember more.

Practical corner

Questions on research methods account for a minimum of 25% of the 
assessment, therefore you should devote a lot of time to understanding how 
psychologists conduct research. There is no better way to do this than being 
a researcher yourself. We offer some ideas for research activities and provide 
additional opportunities to practise mathematical skills.

Practice questions, answers and feedback

Learning how to produce effective question answers is a SKILL. On this 
spread in each chapter we look at some typical student answers to practice 
questions. The comments provided indicate what is good and bad in each 
answer.

Multiple-choice questions (MCQs)

Here’s a chance to test your new-found knowledge. Questions on each 
spread in the chapter, with answers at the bottom right of each spread. Keep 
trying until you get 100%.

Student digital book
A digital version of this student book is also available if your school 
has access to our Digital Book Bundle of student and teacher 
resources. You can view this digital version via a tablet or computer 
at school, home or on the bus – wherever it suits you.

There are extra features in the student digital book that support your 
studies. For every spread in this book there are:

• Lifelines: Very straightforward, easy-to-digest key descriptive 
points for the spread topic.

• Extensions: Extra information, studies or activities to challenge 
and stretch you further.

• Web links to YouTube videos or other sites.

• Answers to the Apply it and Evaluation extra questions in this 
book (invaluable!).

• Quizzes: Interactive, self-marking quizzes that help to check and 
reinforce your understanding of a topic.

• Practice questions: Extra questions to help you practise your 
skills.

Need a lifeline?

The SDB is your 
answer. 

skills.

Need a lifeline?

The SDB is your 
answer. 

Circadian rhythms

1.  Which of the following is an example of the 
circadian rhythm?

(a) The menstrual cycle.
(b) Seasonal affective disorder.
(c) The sleep/wake cycle.
(d) The stages of sleep.

2.  In Siffre’s cave study and Aschoff and Wever’s 
bunker study the biological clock is not 
infl uenced by exogenous zeitgebers (such as 
light). Within these studies, the biological clock 
is described as . . . 

(a) Free-wheeling.
(b) Free-trading.
(c) Free-fl owing.
(d) Free-running.

3.  Core body temperature varies by approximately 
how many degrees over a 24-hour period?

(a) 1 degree C.
(b) 2 degrees C.
(c) 3 degrees C.
(d) 5 degrees C.

4.  Research into circadian rhythms has contributed 
to our understanding of chronotherapeutics. 
What is chronotherapeutics?

(a) The study of the timing of drug dosing.
(b) The study of how circadian and infradian 

rhythms interact.
(c) The study of how endogenous pacemakers are 

detected by skin receptors.
(d) The study of the effects of disruption of 

circadian rhythms (including shift work and jet 
lag).

Infradian rhythms

1.  The McClintock study investigated the infl uence 
of which chemicals?

(a) Hormones.
(b) Pheromones.
(c) Phonemes.
(d) Garden gnomes.

2.  Rapid eye movement (REM) occurs in which 
phase of the sleep cycle?

(a) Stages 1 and 2.
(b) Stages 3 and 4.
(c) Stage 5.
(d) It is not part of the sleep cycle.

3.  Melatonin is secreted by the . . . 
(a) Adrenal gland.
(b) Thyroid gland.
(c) Pituitary gland.
(d) Pineal gland.

4.  Which pattern of brainwave activity is not a 
feature of the sleep cycle? 

(a) Alpha waves.
(b) Beta waves.
(c) Delta waves.
(d) Theta waves.

Endogenous pacemakers and 
exogenous zeitgebers

1.  The SCN is located within which part of the 
brain?

(a) Hypothalamus.
(b) Hippocampus.
(c) Amygdala.
(d) Corpus callosum.

2.  The mutant hamsters in the Ralph et al. study 
were bred to have circadian rhythms of how 
long?

(a) 28 days.
(b) 28 hours.
(c) 24 hours.
(d) 20 hours.

3.  Campbell and Murphy’s participants had light 
shone . . . 

(a) On the back of their necks.
(b) On the soles of their feet.
(c) On the backs of their knees. 
(d) Up their noses.

4.  DSPD stands for?
(a) Deep sleep phase disease.
(b) Dream sequence placement detector.
(c) Dedicated serotonin producing drug.
(d) Delayed sleep phase disorder.

The nervous system and the endocrine 
system 

1.  Which division of the nervous system is 
divided into sympathetic and parasympathetic 
branches? 

(a) The central nervous system.  
(b) The peripheral nervous system. 
(c) The somatic nervous system.  
(d) The autonomic nervous system.  

2.  Which describes the somatic nervous system? 
(a) Maintains homeostasis by regulating body 

temperature, heartbeat, etc.  
(b) Made up of the brain and the spinal cord.  
(c) Controls muscle movement.  
(d) Passes messages to and from the brain and 

connects nerves to the PNS.  

3.  The master endocrine gland is the ...
(a) Adrenal gland.  
(b) Pituitary gland.  
(c) Thyroid gland.  
(d) Hypothalamus.  

4.  Which is not an action of the parasympathetic 
branch of the ANS? 

(a) Inhibits digestion.  
(b) Contracts pupil.  
(c) Stimulates saliva production.  
(d) Decreases heart rate.  

Neurons and synaptic transmission 

1.  Which of the following carries messages from 
the PNS to the CNS? 

(a) Sensory neuron.  
(b) Motor neuron.  
(c) Relay neuron.  
(d) Synaptic neuron.  

2.  Which is not part of the basic structure of a 
neuron? 

(a) Cell body. 
(b) Axon. 
(c) Effector. 
(d) Dendrite. 

3.  Which of the following does not occur during 
synaptic transmission? 

(a) The neuron is in a resting state. 
(b) An electrical impulse triggers the release of 

neurotransmitter. 
(c) Neurotransmitter diffuses across the synaptic 

gap. 
(d) The chemical message is converted back into an 

electrical impulse. 

4.  The following describes what process?  
‘When a neuron is activated by a stimulus, the 
inside of the cell becomes positively charged for 
a split second. This creates an electrical impulse 
that travels down the axon towards the end of 
the neuron.’ 

(a) Synaptic transmission. 
(b) Inhibitory response. 
(c) Pre-synaptic terminal. 
(d) Action potential. 

Localisation of function

1.  The theory that all parts of the brain are 
involved in the processing of thought and action 
is called . . . 

(a) Holistic theory.
(b) Localisation theory.
(c) Plasticity.
(d) Law of equipotentiality.

2.  Broca’s area is located in the . . . 
(a) Left parietal lobe.
(b) Right occipital lobe.
(c) Left frontal lobe.
(d) Left temporal lobe.

3.  Damage to which area of the brain may result in 
a loss of control of fi ne movements?

(a) The somatosensory area.
(b) The motor area.
(c) The auditory area.
(d) Wernicke’s area.

4.  Most of the damage to Phineas Gage’s brain 
was sustained in the . . . 

(a) Frontal lobe.
(b) Parietal lobe.
(c) Temporal lobe.
(d) Occipital lobe.

Plasticity and functional recovery in 
the brain

1.  The deleting of rarely used connections in the 
brain is known as . . . 

(a) Synaptic priming.
(b) Synaptic pluming. 
(c) Synaptic pruning.
(d) Synaptic planning.

2.  In the Maguire study of London taxi drivers 
which area was seen to have undergone 
learning-induced changes?

(a) Posterior hippocampus.
(b) Anterior hypothalamus.
(c) Interior gyrus.
(d) Bacteria epiglottis.

3.  Which of the following refers to the activation 
of secondary neural pathways to carry out new 
functions?

(a) Revealing.
(b) Unmasking.
(c) Unearthing.
(d) Renewing.

4.  The Bezzola et al. study saw 40 hours of training 
produce changes in neural representations of 
movement within which sport?

(a) Snooker.
(b) Chess.
(c) Golf.
(d) Darts.

Split-brain research into hemispheric 
lateralisation

1.  The fact that language is controlled by the left 
hemisphere in most people is known as . . . 

(a) Lateralisation.
(b) Aphasia.
(c) Holism.
(d) Plasticity.

2.  If an object was shown to the left visual fi eld of 
one of Sperry’s patients, they would report . . . 

(a) That they had seen the object.
(b) That there was nothing there.
(c) That they saw two objects.
(d) That they saw a different object.

3.  Which of the following is specialised in the right 
hemisphere in most people? 

(a) Musical ability.
(b) Analytic tasks.
(c) Verbal ability.
(d) Right hand.

4.  Roger Sperry was awarded the Nobel Prize in 
which year?

(a) 1961
(b) 1971
(c) 1981
(d) 1991

Ways of investigating the brain

1.  A method of detecting changes in blood 
oxygenation and fl ow that occur as a result of 
neural activity best describes what?

(a) fMRI.
(b) EEG.
(c) ERP.
(d) Post-mortem.

2.  Which of the following is most likely to measure 
‘global’ (whole) brain activity rather than 
specifi c areas of activity/damage?

(a) fMRI.
(b) EEG.
(c) ERP.
(d) Post-mortem.

3.  Which of the following uses a statistical 
averaging technique to remove extraneous scan 
data?

(a) fMRI.
(b) EEG.
(c) ERP.
(d) Post-mortem.

4.  Which of the following describes a post-mortem 
examination?

(a) Removal of the frontal lobe.
(b) Microscopic removal of brain cells.
(c) Cutting the brain down the middle to separate 

hemispheres.
(d) Examining a brain after death.
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Revision summaries Baillargeon’s explanation of infant abilities
Very young babies have a well-developed understanding of the physical world.

Baillargeon’s explanation
Early research
Piaget proposed children understood object 
permanence from around 8 months.
The violation of expectation method was developed as 
a more valid procedure.

VOE research
Infant attention to physically possible and impossible 
events is compared. 
E.g. Baillargeon and Graber showed short and tall 
rabbit passing behind a window.

Baillargeon’s theory 
Infants born with a physical reasoning system (PRS), 
which becomes more sophisticated with experience.

Evaluation
A better test of understanding than Piaget’s
Lack of object permanence may be because infant has lost interest, VOE 
eliminates this confounding variable.

Hard to judge infant understanding 
Cannot directly tell what an infant understands but have to infer it from 
their behaviour. The fact that infants attend for longer to impossible events 
does not prove they understand the events are impossible.

PRS explains why physical understanding is universal
Children all appear to have some understanding of the physical world 
regardless of their experiences, which makes sense if this understanding is 
the product of an innate system.

Behavioural response not the same as understanding
A behaviour like sustained attention may be a response to an impossible 
event without there being any conscious understanding of its impossibility. 

PRS is consistent with what we know of other infant abilities
Pei et al.: there is some innate distance perception but this increases in 
sophistication with age.

Piaget’s theory of 
cognitive development

The process of learning.

General approach
Schemas: units of knowledge
Each schema contains information about one thing.

Motivation to learn
Not understanding something causes disequilibrium.
This is unpleasant so child is motivated to escape it by 
learning.

Assimilation and accommodation
Either add new information to existing schemas.
Or accommodate to radically new experiences by forming 
new schemas.

Evaluation
Children form individual representations by discovery
Children form their own conclusions from group work (Howe 
et al.). 

Applications in education
Discovery learning has led to e.g. activity-based classrooms 
and � ipped learning.

Piaget underplayed the role of others in learning
Vygotsky proposed that children learn largely from other 
people. 
This is not emphasised in Piaget’s theory.

Piaget may have overplayed the importance of 
equilibration 
Equilibration not as important as Piaget believed. Other 
factors include help from others and the role of language in 
helping understanding.

Piaget may have underplayed the importance of 
language
Some theorists believe language contributes to cognitive 
development but Piaget thought it just developed along with 
everything else.

Vygotsky’s theory of 
cognitive development

Emphasises the role of other people.

Vygotsky’s theory of cognitive development
Cultural differences in cognitive abilities
Because cognitive abilities are acquired in social interaction 
they re� ect the abilities of local adults and therefore may vary 
according to culture.

The zone of proximal development
This is the difference between what a child can learn on their 
own and with an expert helper.

Scaffolding
The help given by an expert to guide children through the 
zone of proximal development. 
Stages are:
• Recruitment.
• Reduction of degrees of freedom.
• Direction maintenance.
• Marking critical features.
• Demonstration.

Evaluation
Support for the zone of proximal development
Roazzi and Bryant found that 4–5-year-olds performed better 
with prompts.

Support for scaffolding
Connor and Cross observed decreased intervention in help 
given by mothers as their children got older.

Applications in education
Peer tutoring and the use of teaching assistants. Effectiveness 
shown by Van Keer and Verhaeghe, and Alborz et al. 
respectively.

What children learn is individual
Children’s learning during interaction is surprisingly individual 
if Vygotsky is right that knowledge is cultural. 

The role of individual differences
Vygotsky did not take much account of individual differences 
in children’s learning.

Piaget’s stages of 
cognitive development

Each stage characterised by particular mental abilities.

stages of development
Sensorimotor stage (0–2 years)
Babies acquire basic physical co-ordination, object 
permanence (8 months) and basic language.
Object permanence, child fails to understand that objects 
continue to exist when no longer visible.

Pre-operational stage (2–7 years)
Child lacks logic so is egocentric and fails tests of 
conservation and class inclusion.
Egocentricity – child fails to see another’s perspective, tested 
by three mountains task. 
Conservation – child fails to to understand quantities cannot 
change, tested with e.g. liquid in glasses.
Class inclusion – child fails to recognise subsets within larger 
classes, tested with questions e.g. about dogs and animals.

Stage of concrete operations (7–11 years)
Child has basic logic so can perform tasks of decentring, 
conservation and class inclusion.
However, logical operations require physical objects.

Stage of formal operations (11+ years)
Children become capable of full adult reasoning, including 
about abstract ideas and scienti� c reasoning.

Evaluation
Piaget’s questioning was dubious
Piaget may have confused young children with his 
questioning, making them appear less advanced than they 
really were.

Piaget’s conclusions on class inclusion may be 
dubious
Siegler and Svetina clari� ed information in class inclusion 
tasks and found good inclusion abilities in younger children.

Mixed � ndings on formal reasoning
Lewis and Lewis found that success in formal reasoning tasks 
predicts academic success.
However, some studies (e.g. Bradmetz) have shown that most 
mid-teenagers do not have formal reasoning abilities.

Piaget may have underestimated younger children 
and overestimated adolescents
Siegler and Svetina: young children were capable of class 
inclusion while Bradmetz found most teenagers could not do 
formal reasoning tasks.

Domain-general and domain-speci� c 
Piaget’s theory is domain-general. However, this cannot 
explain autism, in which some abilities develop better than 
others.

The mirror neuron system
Brain cells underlying empathy, understanding 
intention and perspective-taking.

The role of mirror neurons
Mirror neurons and intention
Mirror neurons in the motor cortex may allow us to 
simulate actions of others and so help us understand their 
intentions.

Mirror neurons and perspective-taking 
The same ability to simulate others’ actions may help us to 
take their perspective.

Mirror neurons and human evolution
Ramachandran suggests that mirror neurons have shaped 
the direction of human evolution by allowing us to live in 
large complex groups with roles and rules.

Mirror neurons and ASD
It has been suggested that ASD is the result of a poor 
mirror neuron system.

Evaluation
Evidence for the role of mirror neurons
Studies show that areas of the brain believed to be rich in 
mirror neurons activate in tasks of social cognition.

Dif� culty in studying mirror neurons in humans
Current techniques for studying brain activity do not 
measure activity at the cellular level so we cannot see 
individual mirror neurons in action.

Mixed evidence for mirror neurons and ASD  
Some evidence for abnormal brain structure and function 
people with ASD (e.g. Hadjikhani), but � ndings have not 
been replicated consistently.

Questions over the existence of mirror neurons
Can’t identify individual cells, mirror neurons may just be 
ordinary motor neurons (Hickock).

Questions over the precise role of mirror neurons
Even if motor neurons exist, their precise role may not be to 
help with social cognition (Hickock).

selman’s levels of perspective-taking
Mental processes underlying social interaction.

Selman’s levels of perspective-taking
Perspective-taking research
Selman used scenarios to test role-taking abilities.
Procedure: 60 children of various ages asked to imagine how different 
people feel in a situation.
Findings: Clear developmental sequence.

Selman’s stages of development
· Socially egocentric.
· Social information role taking.
· Self-re� ective role-taking.
· Mutual role-taking.
· Social system role taking.

Later developments
Selman added two further dimensions:
1. Interpersonal negotiation, i.e. strategies for managing complex 

social situations.
2. Awareness of personal meaning to relationships, i.e. awareness of 

how situations can have different personal signi� cance according 
to the relationships with others involved.

Evaluation
Evidence that perspective-taking gets better with age 
Both cross-sectional (Selman) and longitudinal (Gurucharri and 
Selman) studies support Selman’s idea that perspective-taking gets 
more advanced with age.

Mixed evidence for the importance of perspective-taking
Buijzen and Valkenburg found a negative correlation between age, 
perspective-taking and coercive behaviour (supporting Selman) but 
Gasser and Keller didn’t.

Applications in atypical development
Selman’s theory has proved helpful in understanding the development 
of children with ADHD and those on the autistic spectrum.

Overly cognitive
Selman’s theory may be overly cognitive, failing to include higher 
level explanations, e.g. development of empathy and emotional 
self-regulation.

Cultural difference in perspective-taking
Wu and Keysar: Chinese outperformed age-matched Americans on 
perspective-taking, suggesting that it must be due to more than 
cognitive maturity.

Theory of mind
Understanding of what is going on in the mind of 
another person.

Theory of mind (ToM)
Intentional reasoning in toddlers 
Meltzoff demonstrated that even children of 18 months 
have some understanding of intention, i.e. basic ToM.

False belief tasks 
Wimmer and Perner: from around age 4 children can cope 
with tasks requiring an understanding of false beliefs.

Sally-Anne studies
A false belief task requiring an understanding that Sally 
will look in the wrong place for a marble because she does 
not know that Anne has moved it.
Baron-Cohen et al. found ToM rare in ASD children.

Testing older children and adults 
Baron-Cohen et al. used the Eyes Task to demonstrate that 
adults also had ToM defi cits.

Evaluation
Low validity of false belief tasks
False belief tasks may test memory as well as ToM.
Bloom and German found that children with ToM can 
struggle with false belief tasks.

Hard to distinguish ToM from perspective-taking
Most of the research into ToM could equally be measuring 
perspective-taking.

Partial explanation for ASD
Although ASD is associated with ToM problems, it may not 
be the cause of ASD. There are additional aspects of ASD 
not explicable by ToM defi cit.

No clear understanding of how ToM develops
Perner suggests it is the result of individual construction 
of understanding, whereas Astington suggests it develops 
through social interaction.

Critique of the Eyes Task
The Eyes Task lacks validity because we never look at static 
eyes in real-life situations.

Social cognition

cognitive maturity.
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CHAPTER 5
Relationships

What are the ingredients of a 
relationship that can keep a couple 
together for half a century or more?

‘The meeting of two personalities is like the 
contact of two chemical substances: if there 
is any reaction, both are transformed.’

  Carl Gustav Jung, psychologist (1933)
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The specification says…

Sexual selection and human reproductive behaviour
The relationship between sexual selection and human 
reproductive behaviour.

Charles Darwin noticed that evolution favours the 
development of some features that are attractive to the 
opposite sex. These favourable features make it more likely 
that the possessor will attract a mate and reproduce to pass 
on their genes. In other words, these features increase the 
reproductive � tness that is central to evolutionary success. 

Key terms
Sexual selection – An evolutionary explanation of 
partner preference. Attributes or behaviours that increase 
reproductive success are passed on and may become 
exaggerated over succeeding generations of offspring.

Human reproductive behaviour – This refers to any 
behaviours which relate to opportunities to reproduce 
and thereby increase the survival chances of our genes. 
It includes the evolutionary mechanisms underlying 
our partner preferences, such as mate choice and mate 
competition.

There is famously a 15-year age difference 
between actors Demi Moore and Ashton 
Kutcher. They were together for eight years.

@ookx hs

@ookx hs  Concepts: Three relationships
Kaley is an attractive 25-year-old woman who has recently 
married Ryan, a 60-year-old man who owns � ve successful 
businesses. They have no children yet, but are hoping to 
start a family soon.

Nicole and Keith have been together for just over � ve years. 
There is an age gap between them – Keith is 29 and Nicole 
is 53, but this doesn’t seem to make any difference to their 
relationship or their feelings for each other. Nicole has three 
children from a previous marriage.

Benedict and Eddie have been in a civil partnership for 
nearly eight years. They are both in their thirties and looking 
to adopt a child in the near future.

Question

Use evolutionary explanations of human reproductive 
behaviour to explain these relationships. Are there any 
which the evolutionary explanation cannot account for? 
Explain your answer. 

Sexual selection
Sexual selection explains why some characteristics that might appear 
disadvantageous actually confer an advantage in human reproductive behaviour 
because the characteristics are attractive to potential mates. Either that or they 
provide an advantage over competitors for reproductive rights (examples in humans 
include greater height, secondary sexual characteristics, certain facial and bodily 
features).

Anisogamy
  Anisogamy refers to the differences between male and female sex cells (gametes). 
These are very obvious in humans (and other animals too). Male gametes (sperm) 
are extremely small, highly mobile, created continuously in vast numbers from 
puberty to old age, and do not require a great expenditure of energy to produce. In 
complete contrast, female gametes (eggs or ova) are relatively large, static, produced 
at intervals for a limited number of fertile years and require a huge investment of 
energy. A consequence of anisogamy for mate selection is that there is no shortage 
of fertile males but a fertile woman is a rare ‘resource’. Anisogamy is also important 
in partner preference because it gives rise to two different mating strategies, which in 
turn means there are two types of sexual selection: inter- and intra-sexual selection. 
  Inter-sexual selection is between the sexes – the strategies that males use to select 
females or females use to select males.   Intra-sexual selection is within each sex - 
such as the strategies between males to be the one that is selected.

Inter-sexual selection
This is the preferred strategy of the female – quality over quantity. Ova are rarer 
than sperm and require greater energy to produce. Also, as Robert Trivers (1972) 
emphasises, the female makes a greater investment of time, commitment and other 
resources before, during and after the birth of her offspring. Both sexes are choosy, 
because both stand to lose if they invest resources in substandard partners. But the 
consequences of making a wrong choice of partner are much more serious for the 
female than for the male. So it pays for her to be especially choosy. Therefore, the 
female’s optimum mating strategy is to select a genetically � t partner who is able and 
willing to provide resources. This leaves the males competing for the opportunity to 
mate with the fertile female.

It is this female preference for a � t male which determines which features are 
passed on to the offspring. For example, if height is considered an attractive trait 
then, over successive generations of females, it would increase in the male population 
because females would mate with tall males and, over time, produce sons who are 
taller with each generation and produce daughters who have a greater preference 
for tall partners. This is known as a runaway process, encapsulated by Ronald Fisher 
(1930) in his sexy sons hypothesis – a female mates with a male who has a desirable 
characteristic, and this ‘sexy’ trait is inherited by her son. This increases the likelihood 
that successive generations of females will mate with her offspring.

Intra-sexual selection
This is the preferred strategy of the male – quantity over quality. It refers to the 
competition between (intra) males to be able to mate with a female. The winner of 
the competition reproduces and gets to pass on to his offspring the characteristics 
that contributed to his victory. It is this strategy that has given rise to dimorphism in 
humans, the obvious differences between males and females. For example, in any 
physical competition between males, size matters. Larger males have an advantage 
and are therefore more likely to mate. On the other hand, females do not compete 
for reproductive rights so there is no evolutionary drive towards favouring larger 
females. 

Intra-sexual selection also has behavioural and psychological consequences, 
although these are more controversial. For example, for males to acquire fertile 
females and protect them from competing males, they may bene� t from behaving 
aggressively and perhaps even thinking in a certain way.

Anisogamy dictates that the male’s optimum reproductive strategy is to mate with 
as many fertile females as possible. This is because of the minimal energy required 
to produce enough sperm to theoretically fertilise every woman on earth, and the 
relative lack of post-coital responsibility the male carries (i.e. it’s the woman left 
‘holding the baby’). A behavioural consequence of this competition for fertile mates is 
a distinct preference for youth and a sensitivity to the indicators of youth (e.g. certain 
facial features) as well as fertility (e.g. a certain body shape).

Explain your answer. 
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Voulez-vous coucher avec moi, ce soir? Direct and to the point. 
But which one is likely to be disappointed?@ookx hs

@ookx hs  Concepts: Young, free, single 
Shakira and Gerard are young and single people who seem to 
have a new partner almost every night. They make no bones 
about the fact that they are out to have a good time while 
they’re still young.

Question

How do you think society generally would view Shakira’s and 
Gerard’s behaviour? Is there an evolutionary explanation for 
why one of their behaviours might be considered acceptable 
and the other not? Explain your answer.

Evaluation 
Research support for preferences related to anisogamy
David Buss (1989) carried out a survey of over 10,000 adults in 33 countries. 
He asked questions relating to age and a variety of attributes that evolutionary 
theory predicts should be important in partner preference. He found that female 
respondents placed greater value on resource-related characteristics, such as good 
� nancial prospects, ambition and industriousness, than males did. Males valued 
reproductive capacity in terms of good looks and chastity, and preferred younger 
mates, more than females did. 

These � ndings re� ect sex differences in mate strategies due to anisogamy. They 
support predictions about partner preference derived from sexual selection theory. 
Furthermore, the � ndings can be applied across vastly different cultures, re� ecting 
fundamental human preferences which are not primarily dependent upon cultural 
in� uences.

Research support for inter-sexual selection
Russell Clark and Elaine Hat� eld (1989) showed that female choosiness is a reality 
of heterosexual relationships. Male and female psychology students were sent out 
across a university campus. They approached other students individually with this 
question: ‘I have been noticing you around campus. I � nd you to be very attractive. 
Would you go to bed with me tonight?’. Not a single female student agreed to the 
request, whereas 75% of males did, immediately. 

This supports evolutionary theory because it suggests that females are choosier 
than males when it comes to selecting sexual partners and that males have evolved 
a different strategy to ensure reproductive success.

Ignores social and cultural infl uences
Partner preferences over the past century have undoubtedly been in� uenced by 
rapidly changing social norms of sexual behaviour. These develop much faster than 
evolutionary timescales imply and have instead come about due to cultural factors 
such as availability of contraception. 

Women’s greater role in the workplace means that they are no longer dependent 
on men to provide for them (despite the ongoing inequality in earning power). 
Bereczkei et al. (1997) argue that this social change has consequences for women’s 
mate preferences, which may no longer be resource-oriented. Chang et al. (2011) 
compared partner preferences in China over 25 years and found that some had 
changed but others remained the same, corresponding with the huge social changes 
in that time. 

Mate preferences are therefore the outcome of a combination of evolutionary 
and cultural in� uences. Any theory that fails to account for both is a limited 
explanation.

1. Explain what is meant by the term sexual selection. 
 [2 marks]

2. Brie� y outline one evolutionary explanation of 
partner preference. [4 marks]

3. Describe and evaluate evolutionary explanations of 
partner preference. [16 marks]

4. Discuss the relationship between sexual selection 
and human reproductive behaviour. [16 marks]

Check It

@ookx hs

@ookx hs

 Methods: Replicating Buss 
An evolutionary psychologist wanted to replicate the study 
by Buss (1989) by using an interview method. He carried 
out face-to-face interviews with 82 participants, 45 of them 
male and 37 female. He asked various questions about their 
preferences for certain evolutionarily-important characteristics 
in a partner. Physical attractiveness was preferred by 40 of the 
males and 28 of the females. Good � nancial prospects was an 
attribute preferred by 25 of the males and 32 of the females.

Questions

1. The study produced a lot of quantitative data. Explain 
what is meant by this term. (2 marks)

2. Write a question that could gather quantitative data. 
(2 marks)

3. Explain two differences between a structured and an 
unstructured interview. (2 marks + 2 marks)

4. Explain one reason why the psychologist thought interviews 
might be better than questionnaires in this study. (2 marks)

5. Calculate the preferences of males and females as 
percentages (four percentages). (4 marks)

Support from waist-hip 
ratio research
Evolutionary theory makes several 
predictions about partner preference 
that can be tested empirically. One is 
that males will show a preference for a 
female body shape that signals fertility. 
Devendra Singh (1993, 2002) studied 
this in terms of waist-hip ratio (WHR). 
What matters in male preference is 
not female body size as such, but the 
ratio of waist to hip sizes. Up to a 
point, males generally � nd any hip and 
waist sizes are attractive so long as the 
ratio of one to the other is about 0.7. 
This combination of wider hips and 
narrower waist is attractive because 
it is an ‘honest signal’ (it is hard to 
fake) that the woman is fertile but not 
currently pregnant.

Consider: Why is it adaptive for males 
to be able to detect female fertility? 
What does this tell us about males’ 
partner preferences?

Support from lonely hearts 
research
David Waynforth and Robin 
Dunbar (1995) studied lonely 
hearts advertisements in American 
newspapers. These slightly quaint 
historical documents were opportunities 
for men (usually) and women to 
describe the qualities they desired in 
a potential partner, whilst cataloguing 
what they had to offer. The researchers 
found that women more than men 
tended to offer physical attractiveness 
and indicators of youth (‘� irty, exciting, 
curvy, sexy’). Men, on the other hand, 
offered resources more than women 
did (‘successful, � t, mature, ambitious’) 
and sought relative youth and physical 
attractiveness.

Consider: Which predictions from 
sexual selection theory do these � ndings 
support?

Evaluation eXtra

partner preferences?
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The specification says…

Factors affecting attraction: Self-disclosure
Factors affecting attraction in romantic relationships: 
self-disclosure.

‘The course of true love never did run smooth’, Shakespeare 
tells us in A Midsummer Night’s Dream. But how can it run 
smoother? How can it get started at all in the � rst place?

Psychologists have identi� ed several factors that in� uence 
whether or not (and how much) we are attracted to a 
potential romantic partner. We will be looking at three in 
total, beginning with self-disclosure. 

Key term
Self-disclosure – Revealing personal information about 
yourself. Romantic partners reveal more about their 
true selves as their relationship develops. These self-
disclosures about one’s deepest thoughts and feelings can 
strengthen a romantic bond when used appropriately.

@ookx hs

@ookx hs  

Concepts:  Hollywood couples still together
The actors Felicity Huffman and William H Macy have been 
happily married since 1997. When asked the secret of their 
longevity, Huffman said, ‘Once a week we sit down and make 
sure we get half an hour – each of us gets 15 minutes – just to 
talk, with no crosstalk. I talk, then you talk. You kind of just 
deeply check in with the other person.’

Question

Explain how research into self-disclosure con� rms Huffman 
and Macy’s experience of a satisfying relationship. What sort of 
things would you disclose? Why do you think it needs to be a 
two-way process?

’But soft! What light through yonder window breaks? 
It is the east, and Juliet is the sun. 
 . . .  It is my lady, O, it is my love! 
O that she knew she were!’ 

The most basic self-disclosure in any romantic 
relationship – telling someone you love them.

Self-disclosure
In the early days of a relationship, we love to learn as much as we can about 
our new partner, and the more we learn about them the more we seem to like 
them. By revealing ourselves to another person, we share our likes and dislikes, 
our hopes and fears, our interests and attitudes. We share what really matters 
to us. Our partner understands us better, and we them. 

So self-disclosure has a vital role in a relationship beyond the initial 
attraction. But most people are careful about what they disclose, at least to 
begin with. Used wisely and effectively it really can help the course of true love 
run smoother.

Social penetration theory
Self-disclosure is a major concept within Irwin Altman and Dalmas Taylor’s 
(1973) social penetration theory of how relationships develop. It is the 
gradual process of revealing your inner self to someone else, of giving away 
your deepest thoughts and feelings. In romantic relationships, it involves 
the reciprocal exchange of information between intimate partners. When 
one partner reveals some personal information they display trust; to go 
further the other partner must also reveal sensitive information. As they 
increasingly disclose more and more information to each other, romantic 
partners ‘penetrate’ more deeply into each other’s lives, and gain a greater 
understanding of each other.

It is a basic feature of romantic relationships. After all, it’s dif� cult to ‘bear 
one’s soul’ to a relative stranger. Doing so means that a relationship has 
reached a certain stage where such self-disclosure will be welcomed and – 
hopefully – reciprocated.

Breadth and depth of self-disclosure
According to Altman and Taylor, self-disclosure has two elements – breadth and 
depth. As both of these increase, romantic partners become more committed 
to each other. The researchers use the metaphor of the many layers of an onion 
to illustrate this process. We disclose a lot about ourselves at the start of a 
relationship, but what we reveal is super� cial, mostly ‘on the surface’, like the 
outer layers of an onion. It is the kind of ‘low-risk’ information we would reveal 
to anyone, friends, co-workers, even acquaintances. Breadth of disclosure is 
narrow because many topics are ‘off-limits’ in the early stage of a relationship. 
If we were to reveal too much too soon, we might get the response ‘too much 
information’, possibly even threatening the relationship before it’s had a chance 
to get going.

However, as a relationship develops, self-disclosure becomes deeper, 
progressively removing more and more layers to reveal our true selves and 
encompassing a wider range of topics, especially concerning those things that 
matter most to us. Eventually we are prepared to reveal intimate, high-risk 
information – painful memories and experiences, strongly-held beliefs, powerful 
feelings, perhaps even secrets (and maybe the odd lie).

Reciprocity of self-disclosure
As Harry Reis and Philip Shaver (1988) point out, for a relationship to develop, 
as well as an increase in breadth and depth there needs to be a reciprocal 
element to disclosure. Once you have decided to disclose something that 
reveals your true self, hopefully your partner will respond in a way that is 
rewarding, with understanding, empathy and also their own intimate thoughts 
and feelings. So there is a balance of self-disclosure between both partners 
in a successful romantic relationship, which increases feelings of intimacy and 
deepens the relationship.
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Thinks: ‘I like babies 
too, but we’ve only been 
going out with each 
other for three days’. 

Self-disclosure is a skill. 
If you reveal too much 
too early in a relation-
ship, it might not go 
down too well.

@ookx hs

@ookx hs  Concepts: Public disclosures
People disclose a lot more in front of strangers in a television 
studio than we would usually consider publicly acceptable. For 
example, episodes of The Jeremy Kyle Show have included, ‘Were 
you having an affair when you told me you were on holiday?’ 
and ‘Was my � ancée lying about being pregnant to avoid a lie 
detector test?’

Question

Explain some of the pitfalls of excessive and poorly timed self-
disclosure. Give some examples of ‘too much information!’ at 
the start of a promising romantic relationship.

@ookx hs

@ookx hs

 Methods: Tell me what you feel
Two psychologists recruited 100 married couples for a study of 
relationship satisfaction. They asked the participants to keep a 
daily diary of their self-disclosures to their partner over a one-
month period. The researchers used content analysis to analyse 
the data from the diaries.

They found that 15% of the self-disclosures related to sex, 10% 
to experiences in previous relationships, 25% to family matters, 
30% to hopes and fears about the future, and 15% to health 
concerns;. 5% of self-disclosures could not be categorised.

Questions

1. Explain how the psychologists could have carried out their 
content analysis. (4 marks) (See page 64)

2. The study gathered a lot of qualitative data. Explain what is 
meant by qualitative data. (2 marks)

3. Outline one strength of gathering qualitative data in this 
study. (2 marks)

4. Outline one sampling method the psychologists could have 
used to recruit the participants. (2 marks)

5. Explain one limitation of this method. (2 marks)

1. In relation to factors affecting attraction in 
romantic relationships, explain what is meant 
by the term self-disclosure. [2 marks]

2. Brie� y outline self-disclosure as a factor 
affecting attraction in romantic relationships. [4 marks]

3. Describe research into self-disclosure as a factor 
affecting attraction in romantic relationships. [6 marks]

4. Describe and evaluate self-disclosure as a factor 
affecting attraction in romantic relationships. [16 marks]

Check It

Evaluation 
Support from research studies
Several predictions about self-disclosure derived from social penetration theory 
have been supported by research. Sprecher and Hendrick (2004) studied 
heterosexual dating couples and found strong   correlations between several 
measures of satisfaction and self-disclosure (both theirs and their partner’s). In 
short, men and women who used self-disclosure and those who believed their 
partners did likewise were more satis� ed with and committed to their romantic 
relationship. 

Laurenceau et al. (2005) used a method that involved writing daily diary 
entries. They found that self-disclosure and the perception of self-disclosure in 
a partner were linked to higher levels of intimacy in long-term married couples. 
The reverse was also true – less intimate couples self-disclosed less often. 

Such supportive research � ndings increase our con� dence in the   validity of 
the theory that self-disclosure leads to more satisfying relationships.

Real-life applications
Research into self-disclosure can help people who want to improve 
communication in their relationships. Romantic partners probably use self-
disclosure deliberately and skillfully from time to time to increase intimacy and 
strengthen their bond. Hass and Stafford (1998) found that 57% of gay men 
and women in their study said that open and honest self-disclosure was the 
main way they maintained and deepened their committed relationships. If less-
skilled partners, for example, those who tend to limit communication to ‘small-
talk’, can learn to use self-disclosure then this could bring several bene� ts to 
the relationship in terms of deepening satisfaction and commitment.

Such real-life application demonstrates the value of the psychological 
insights.

Cultural differences
The prediction that increasing depth and breadth of self-disclosures will lead to 
a more satisfying and intimate romantic relationship is not true for all cultures. 
To a large extent it depends on the type of self-disclosure. For example, Tang 
et al. (2013) reviewed the research literature regarding sexual self-disclosure 
(that is, disclosures related to feelings about speci� c sexual practices). They 
concluded that men and women in the USA (an   individualist culture) self-
disclose signi� cantly more sexual thoughts and feelings than men and women 
in China (a   collectivist culture). Both these levels of self-disclosure are linked 
to relationship satisfaction in those cultures. 

Self-disclosure theory is therefore a limited explanation of romantic 
relationships, based on � ndings from Western (individualist) cultures which are 
not necessarily generalisable to other cultures.

Self-disclosure and 
satisfaction
Social penetration theory claims that 
romantic relationships become more 
intimate as self-disclosures deepen 
and broaden. Using the onion 
metaphor, relationship breakdown 
is accompanied by a reduction in 
self-disclosures, as partners wrap 
themselves up once again in layers 
of concealment. However, theories 
of relationship breakdown (such as 
Duck’s theory on page 132) often 
recognise how couples discuss 
and negotiate the state of their 
deteriorating relationship in an 
attempt to save it or return to an 
earlier level of satisfaction. These 
discussions frequently involve deep 
self-disclosures of very intimate 
thoughts and feelings, and yet 
these may not be enough to rescue 
the relationship. They may even 
contribute to its breakdown.

Consider: Do you think the onion 
metaphor can account for this 
behaviour? Does that make it a 
weakness of  the theory? Explain your 
answer.

Correlation versus 
causation
Much self-disclosure research is 
correlational (e.g. Sprecher and 
Hendrick’s study, above). Although it 
is usually assumed that greater self-
disclosure creates more satisfaction, 
a correlation does not tell us if this is 
a valid conclusion to draw.

Consider: Are there any alternative 
explanations for this correlation? 
Brie� y describe them, and then 
explain how they relate to self-
disclosure theory. Which are 
supportive and which contradictory?

Evaluation eXtra

the relationship. They may even 
contribute to its breakdown.
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The specification says…

Factors affecting attraction: Physical attractiveness
Factors affecting attraction in romantic relationships: 
physical attractiveness including the matching 
hypothesis.

Physical attractiveness is probably the one feature of 
an individual we notice as soon as we meet them, even 
before we’ve spoken or interacted with them in any 
meaningful way. It is the basis of online dating agencies 
– the � rst encounter you have with a potential date is 
a photograph of their face. On this spread, we look at 
just how important it really is.

Key terms
Physical attractiveness – An important factor in the 
formation of romantic relationships. The term usually 
applies speci� cally to how appealing we � nd a person’s 
face. There is general agreement within and across 
cultures about what is considered physically attractive. 
There exists an assumption that we seek to form 
relationships with the most attractive person available.

Matching hypothesis – The belief that we do not 
select the most attractive person as a prospective 
partner but, instead, are attracted to people who 
approximately ‘match ‘us in physical (i.e. facial) 
attractiveness. This implies that we take into account 
our own attractiveness ‘value’ to others when seeking 
romantic partners.

Physical attractiveness
Explaining the importance of physical attractiveness
Psychologists have wondered why physical attractiveness seems to be quite 
so important in forming relationships. One promising explanation draws upon 
evolutionary theory (see the previous spread). Shackelford and Larsen (1997) found 
that people with symmetrical faces are rated as more attractive. This is because it may 
be an honest signal of genetic � tness (it’s dif� cult to fake facial symmetry). 

People are also attracted to faces with neotenous (baby-face) features such as 
widely separated and large eyes, a delicate chin, and a small nose – because these 
trigger a protective or caring instinct, a valuable resource for females wanting to 
reproduce.

Physical attractiveness is not only important at the start of a relationship. McNulty 
et al. (2008) found evidence that the initial attractiveness that brought the partners 
together continued to be an important feature of the relationship after marriage, for at 
least several years.

The halo effect
Physical attractiveness may also matter because we have preconceived ideas about the 
personality traits attractive people must have, and they are almost universally positive. 
This is the physical attractiveness stereotype, a widely-accepted view of attractive 
people neatly summed up in a phrase coined by Karen Dion and her colleagues (1972): 
‘What is beautiful is good’. For example, Dion et al. found that physically attractive 
people are consistently rated as kind, strong, sociable, and successful compared 
to unattractive people. The belief that good-looking people probably have these 
characteristics makes them even more attractive to us, so we behave positively towards 
them – a good example of a self-ful� lling prophecy.

Psychologists use the term halo effect to describe how one distinguishing feature 
(physical attractiveness, in this case) tends to have a disproportionate in� uence on our 
judgements of a person’s other attributes, for example, their personality.

The matching hypothesis
Although we � nd physical attractiveness desirable (and there is surprising agreement 
about what is considered attractive), common-sense tells us that we can’t all form 
relationships with the most attractive people. Obviously there just aren’t enough of 
us to go round (see the photos of the authors at the back of the book if you want 
proof)! Is it possible that our assessment of our own attractiveness may play a role in 
our choice of romantic partner? The matching hypothesis proposed by Elaine Walster 
and her colleagues (1966) suggests it does.

The hypothesis states that people choose romantic partners who are roughly of 
similar physical attractiveness to each other. To do this we have to make a realistic 
judgement about our own ‘value’ to a potential partner.

In other words, our choice of partner is basically a compromise. We desire the 
most physically attractive partner possible for all sorts of evolutionary, social, cultural 
and psychological reasons. But we balance this against the wish to avoid being 
rejected by someone ‘out of our league’, that is someone who is very unlikely to 
consider us physically attractive. Apologies, by the way, if you are highly physically 
attractive yourself; we’re speaking here on behalf of the rest of us. In terms of physical 
attractiveness at least, there’s a difference between what we would like in an ideal 
partner and what we are prepared to settle for.

@ookx hs

@ookx hs  Concepts: Is my halo slipping?
Rob is generally agreed to be a very good looking chap. In fact, he would by most 
assessments be described as stunningly handsome. Women – and men – � nd him 
physically very attractive and he has received a lot of ‘offers’ down the years. He 
has also found that people smile at him everywhere he goes, are very polite and 
friendly towards him and assume he must be very intelligent as well as handsome 
(which he is of course, but that’s not the point). 

Question

Using your knowledge of the halo effect and the physical attractiveness stereotype, 
explain Rob’s experiences. Can you think of any other ways Rob’s devastating good 
looks might prove bene� cial? Could there be some drawbacks as well? 

Well-matched in the looks department? The matching 
hypothesis would suggest so. But how true is it?

 All the explanations in this section focus on the initial 
stage of  a relationship - attraction. Make sure you 
always focus on this when discussing, for example, 
physical attractiveness. This is not a theory of  
relationships, it is an explanation of  attraction.

study tip
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Evaluation 
Research support for the halo effect
Palmer and Peterson (2012) found that physically attractive people were 
rated as more politically knowledgeable and competent than unattractive 
people. This halo effect was so powerful that it persisted even when 
participants knew that these ‘knowledgeable’ people had no particular 
expertise. This has obvious implications for the political process. Perhaps 
there are dangers for democracy if politicians are judged as suitable for 
of� ce merely because they are considered physically attractive by enough 
voters. 

The existence of the halo effect has been found to apply in many other 
areas of everyday life, con� rming that physical attractiveness is an important 
factor in the initial formation of relationships, romantic or otherwise.

Individual differences
Some people just do not seem to attach much importance to physical 
attractiveness. For example, Towhey (1979) asked male and female 
participants to rate how much they would like a target individual based on 
their photograph and some biographical information. The participants also 
completed a questionnaire – the MACHO scale – designed to measure sexist 
attitudes and behaviours. Towhey found that the participants who scored 
highly on the scale were more in� uenced by the physical attractiveness of 
the target when making their judgement of likeability. Low scorers were less 
sensitive to this in� uence. 

This shows that the effects of physical attractiveness can be moderated 
by other factors, and so challenges the notion that it is a signi� cant 
consideration in relationship formation for all potential partners.

Research support for the matching hypothesis
Ironically the original research study that attempted to con� rm the matching 
hypothesis failed to do so (Walster et al. 1966). However, this may be 
because the measurement of attractiveness was not reliable. The raters who 
had to judge the attractiveness of the participants only had a few seconds 
to do so. 

However, it is fair to say that there is some support for the hypothesis 
in its narrow form as referring to physical attractiveness only. Feingold 
(1988) carried out a   meta-analysis of 17 studies and found a signi� cant 
  correlation in ratings of attractiveness between romantic partners. This is 
especially supportive of the matching hypothesis because the studies looked 
at actual partners, which is a more realistic approach. 

Role of cultural 
infl uences
Research shows that what is 
considered physically attractive 
is remarkably consistent across 
cultures. Cunningham et al. (1995) 
found that female features of large 
eyes, prominent cheekbones, small 
nose and high eyebrows were 
rated as highly attractive by white, 
Hispanic and Asian males. The 
physical attractiveness stereotype 
is also culturally pervasive. Wheeler 
and Kim (1997) found that Korean 
and American students judged 
physically attractive people to be 
more trustworthy, concerned for 
other people, mature and friendly. It 
seems that the stereotype is just as 
strong in   collectivist cultures as it 
is in individualist ones. 

Consider: What do you think is the 
signi� cance of  these cross-cultural 
� ndings? Do they add support to 
the view that physical attractiveness 
is crucial in forming a romantic 
relationship?

Research contradicting 
the matching hypothesis
Taylor et al. (2011) studied the 
activity logs of a popular online 
dating site. This was a real-life 
test of the matching hypothesis 
because it measured actual date 
choices and not merely preferences. 
This is in keeping with the original 
hypothesis which concerned realistic 
as opposed to fantasy choices. 
Online daters sought meetings with 
potential partners who were more 
physically attractive than them. It 
seems they did not consider their 
own level of attractiveness when 
making decisions about who to 
date.

Consider: Can you explain how 
this � nding relates to the matching 
hypothesis? In what way is it a valid 
test of  the hypothesis?

Evaluation eXtra

Online dating may have 
changed forever the way some 
people form relationships. 
But it arguably makes physical 
attractiveness even more 
important. 

@ookx hs

@ookx hs  Concepts: 
Celebrity mismatch?
Charlize is very interested in 
celebrities, and over the years she 
has noticed that many celebrity 
couples seem to be very well 
matched in attractiveness. There’s 
Kanye West and Kim Kardashian, 
as well as Elton John and David 
Furnish. But Charlize’s friend Sean 
disagrees: ‘What about Catherine 
Zeta-Jones and Michael Douglas? 
She’s so much more attractive than 
him.’

Question

Explain how research into the 
matching hypothesis can help us 
to decide whether Charlize or Sean 
is right.

@ookx hs

@ookx hs

 Methods: Match me up!
A psychologist was interested in testing the matching hypothesis. 
She recruited 44 female participants by using an opportunity 
sampling method. Each participant was individually introduced to 
two men. The three of them had a 10-minute discussion about what 
they found attractive in a partner. One of the men had been rated 
by independent judges as attractive and the other unattractive. Each 
female participant was rated in the same way. Each participant then 
had to choose which of the men she would prefer to go on a date 
with. The results are shown in Table 1.

Table 1: Number of  attractive and unattractive females choosing a 
date with the attractive or unattractive male

Attractive male Unattractive male

Attractive female 17 14

Unattractive female 8 5

Questions

1. Identify and explain the type of experimental design used in this 
study. (1 mark + 2 marks)

2. Suggest one extraneous variable in this study and explain how it 
might have affected the results. (3 marks)

3. Name a suitable statistical test to analyse the data in Table 1. 
(1 mark) (See page 70)

4. Explain two reasons why you have chosen this test. (2 marks + 
2 marks)

5. A friend of the researcher disagreed with this result. She has 
been in many relationships and, in her experience, people always 
want the best-looking partners. Explain why the friend’s personal 
opinion is no substitute for scienti� c evidence. (4 marks)

1. In relation to factors affecting attraction in romantic 
relationships, explain what is meant by the 
matching hypothesis.  [2 marks]

2. Outline physical attractiveness as a factor 
affecting attraction in romantic relationships.  [4 marks]

3. Outline the matching hypothesis as an explanation of 
factors affecting attraction in romantic relationships. 
 [4 marks]

4. Discuss physical attractiveness as a factor 
affecting attraction in romantic relationships.  [16 marks]

Check It

Research support for the halo effect
Palmer and Peterson (2012) found that physically attractive people were 

Celebrity mismatch?
Charlize is very interested in 
celebrities, and over the years she 

Practical activity 
on page 138

the view that physical attractiveness 
is crucial in forming a romantic 

Factors affecting attraction: Physical attractiveness 123•



Factors affecting attraction: Filter theory
The specification says…

Factors affecting attraction in romantic relationships: 
filter theory including social demography, similarity in 
attitudes and complementarity.

‘So many men, so little time.’ Not Shakespeare on this 
occasion, but old-time Hollywood star Mae West, who 
knew a thing or two about relationships. Fortunately 
(or unfortunately) for most of us, the number of men or 
women available as potential partners is not as huge as 
it apparently was for Mae West. That’s because several 
factors drastically reduce the size of the ‘pond we � sh in’. 
So your partners are likely to come from a surprisingly 
limited group. At least, that’s the claim made by � lter 
theory, our � nal look at what in� uences that initial 
attraction (and beyond).

Key terms
Filter theory – An explanation of relationship 
formation. It states that a series of different factors 
progressively limits the range of available romantic 
partners to a much smaller pool of possibilities. The 
� lters include social demography, similarity in attitudes 
and complementarity.

Social demography – Demographics are features that 
describe populations; social demographics include 
geographical location and social class. Such factors � lter 
out a large number of available partners. This means 
many relationships are formed between partners who 
share social demographic characteristics.

Similarity in attitudes – We � nd partners who share 
our basic values attractive in the earlier stages of a 
relationship, so we tend to discount available individuals 
who differ markedly from us in their attitudes.

Complementarity – Similarity becomes less important 
as a relationship develops, and is replaced by a need for 
your partner to balance your traits with opposite ones of 
their own.

Filter theory
Alan Kerckhoff and Keith Davis (1962) compared the attitudes and personalities 
of student couples in short-term (de� ned as less than 18 months) and long-term 
relationships. They devised a � lter theory to explain how such romantic relationships 
form and develop. 

In terms of partner choice, we all have a � eld of availables, the entire set of potential 
romantic partners, all the people we could realistically form a relationship with. But, 
of course, not everyone who is available to us is desirable. According to Kerckhoff 
and Davis, there are three main factors that act as � lters to narrow down our range of 
partner choice to a � eld of desirables. Each of these factors assumes greater or lesser 
importance at different stages of a relationship.

Social demography (1st level of fi lter)
Social demography refers to a wide range of factors all of which in� uence the chances 
of potential partners meeting each other in the � rst place. They include geographical 
location (or proximity), social class, level of education, ethnic group, religion, and so 
on. You are much more likely to meet people who are physically close and share several 
demographic characteristics. Although we might frequently encounter people who live 
further away, our most meaningful and memorable interactions are with people who 
are nearby. The key bene� t of proximity is accessibility. It doesn’t require much effort to 
meet people who live in the same area, go to the same school or university, and so on.

Although there is a vast range and variety of potential partners, the realistic � eld 
is much narrower because our choices are constrained by our social circumstances. 
Effectively, anyone who is too ‘different’ (too far away, too middle class) is discounted 
as a potential partner. The outcome of this � ltering is homogamy, meaning you are 
more likely to form a relationship with someone who is socially or culturally similar. 
You will probably have a fair bit in common with someone who shares, for example, 
your ethnicity, religious beliefs, and educational level and most of us � nd such shared 
similarities attractive.

Similarity in attitudes (2nd level of fi lter)
Partners will often share important beliefs and values, partly because the � eld of 
availables has already been narrowed by the � rst � lter to those who have signi� cant 
social and cultural characteristics in common. Kerckhoff and Davis (1962) found that 
similarity of attitudes was important to the development of romantic relationships, 
but only for the couples who had been together less than 18 months. There is a need 
for partners in the earlier stages of a relationship to agree over basic values, the things 
that really matter to them. This encourages greater and deeper communication, and 
promotes   self-disclosure (see page 120).

There is considerable evidence that most of us � nd this similarity attractive, at least 
to begin with. Donn Byrne (1997) has described the consistent � ndings that similarity 
causes attraction as the law of attraction. If such similarity does not exist, for example, it 
turns out the partners have little in common after all, then they may go out together a 
few times, but the relationship is likely to � zzle out with a ‘I’ll call you sometime’.

Complementarity (3rd level of fi lter)
The third � lter concerns the ability of romantic partners to meet each other’s needs. Two 
partners complement each other when they have traits that the other lacks. For example, 
one partner may enjoy making the other laugh, and in turn this partner enjoys being 
made to laugh. Or perhaps one partner is more dominant in the relationship than the 
other. Or one likes to nurture and the other to be nurtured. Kerckhoff and Davis found 
that the need for complementarity was more important for the long-term couples. 
In other words, at a later stage of a relationship, opposites attract. Complementarity is 
attractive because it gives two romantic partners the feeling that together they form a 
whole, which adds depth to a relationship and makes it more likely to � ourish.@ookx hs

@ookx hs  Concepts: Still loving after all these years
Pat and Phil � rst met when they were both 13 years old, on Pat’s paper round. 
Two years after that they started going out with each other and were madly in 
love, until they broke up three years later. They lost touch, but 44 years later 
these childhood sweethearts rediscovered each other and � nally got married.

Question

Explain how relationships like the one between Pat and Phil are formed 
in terms of (a) social demographics, (b) similarity of attitudes, and (c) 
complementarity. 

‘I go for two kinds 
of men: those with 
muscles and those 
without.’

That certainly 
increased Mae 
West’s � eld of 
desirables.
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Lack of temporal 
validity
The rise of online dating in 
recent years has changed 
beyond recognition the process 
of beginning a romantic 
relationship. It has reduced 
the importance of some social 
demographic variables. 
Technology such as the Internet 
and mobile apps like Tinder 
have made meeting potential 
partners easier than ever, to 
the extent that we might well 
pursue a date with someone 
outside the usual demographic 
limits (e.g. different culture or 
social class) than would have 
applied, say, 30 years ago. 

Consider: Do you think this 
change in dating patterns has 
made the � lter theory invalid? 
Explain your answer.

Similarity or 
complementarity?
Some research has challenged 
the claim of � lter theory that 
complementarity becomes 
more important than similarity 
later in a relationship. The 
fact that Anderson et al. 
(2003) found that similarity 
increases over time suggests 
that complementarity is not 
necessarily a common feature 
of longer-term relationships. 
Gruber-Baldini et al. (1995) 
carried out a longitudinal study 
of married couples. They found 
that the similarities between 
spouses in terms of intellectual 
abilities and attitudinal 
� exibility increased over a 14-
year period.

Consider: What effect does this 
� nding have on the validity of  
the � lter theory? 

Evaluation eXtra

@ookx hs

@ookx hs  Concepts: Growing together
Katie and Peter have been together for 12 years. They had lots in 
common when they � rst met. But even after all that time, they still 
agree with each other over most matters, have similar interests and do 
a lot of things together.

Question

Do Katie’s and Peter’s experiences of their relationship support or 
challenge � lter theory? Explain your answer.

Evaluation 
Support from research evidence
Filter theory assumes that the key factors in a relationship 
change over time. This makes sense and agrees with most people’s 
experience of romantic relationships, so the theory has   face 
validity. More importantly, however, it also bene� ts from some 
research support. For example, Peter Winch (1958) found evidence 
that similarities of personality, interests and attitudes between 
partners are typical of the earliest stages of a relationship. 

This echoes the   matching hypothesis, but not just in terms 
of physical attractiveness. Between partners happily married for 
several years, complementarity of needs is more important than 
similarity, according to Winch.

Failure to replicate
George Levinger (1974) pointed out that many studies have 
failed to   replicate the original � ndings that formed the basis 
of � lter theory. He put this down to social changes over time 
and also to the dif� culties inherent in de� ning the depth of a 
relationship in terms of its length. Kerckhoff and Davis chose an 
18-month cut-off point to distinguish between short-term and 
long-term relationships. They assumed that partners who had been 
together longer than this were more committed and had a deeper 
relationship. 

This highlights the problems in applying � lter theory even to 
other heterosexual couples in the   individualist culture, never mind 
to homosexual partners or relationships in another culture.

Direction of cause and effect
Filter theory suggests that people are initially attracted to each 
other because they are similar (demographically of course, but also 
attitudinally and in other ways too). But there is evidence that this 
direction of causality is wrong. Anderson et al. (2003) found in a 
  longitudinal study that cohabiting partners became more similar 
in their emotional responses over time, a phenomenon they called 
emotional convergence. 

Furthermore, Davis and Rusbult (2001) discovered an attitude 
alignment effect in longer-term relationships. Romantic partners 
over time bring their attitudes into line with each other’s, again 
suggesting that similarity is an effect of initial attraction and not 
the cause. 

These � ndings are not predicted by � lter theory.

1. In relation to the � lter theory of romantic 
relationships, explain what is meant by the terms 
social demography and complementarity.  [2 marks + 2 marks]

2. Outline the � lter theory of romantic relationships. [4 marks]

3. Brie� y explain two limitations of the � lter theory 
of romantic relationships.  [2 marks + 2 marks]

4. Describe and evaluate the � lter theory of romantic relationships. 
 [16 marks]

Check It

@ookx hs

@ookx hs

 Methods: You and me, the same?
A psychologist investigated the similarity of attitudes between romantic 
partners in the early stages of a relationship. He recruited a volunteer 
sample of ten couples who had been together for less than six months. 
Each partner completed a questionnaire to measure their attitudes to 
a variety of issues, each one yielding a score between 1 and 20.

Questions

1. Write a directional hypothesis for this study. (2 marks)

2. Explain how the psychologist could have checked the reliability of 
the attitude questionnaire. (3 marks)

3. Explain why a volunteer sample was used in this study. (2 marks)

The results of the study are given in Table 1 below.

Table 1: Attitude scores for 10 romantic couples

Couple Partner 1 Partner 2 Couple Partner 1 Partner 2
1 17 14 6 8 10
2 8 5 7 15 12
3 11 14 8 10 13
4 14 18 9 7 4
5 4 2 10 12 9

4. Identify an appropriate statistical test the researcher could use to 
analyse the data. (1 mark) (See page 70)

5. Give two reasons why this would be an appropriate test to use. 
(2 marks) (See page 70)

A variety of men. Different ages, ethnicities, education levels, But 
� lter theory claims we’re attracted to those who are similar to us 
– ‘birds of a feather � ock together’, at least to begin with. 
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The specification says…

Theories of romantic relationships: Social exchange theory 
Social exchange theory (SET)
Rewards, costs and profi ts 
John Thibault and Harold Kelley (1959) contend that behaviour in relationships 
re� ects the economic assumptions of exchange. Most importantly, they say we 
try to minimise losses and maximise gains (the minimax principle). We judge our 
satisfaction with a relationship in terms of the pro� t it yields, de� ned as the rewards 
minus the costs.

Because such rewards and costs are subjective, there exists a very wide range of 
possible outcomes. What one person considers a signi� cant reward might be viewed 
by someone else as less valuable. For example, you might consider receiving praise 
from your partner as a prized reward, but your partner can take it or leave it. Also, 
the value of rewards and costs might well change over the course of a relationship. 
What is seen as rewarding or costly in the early stages, for instance, might become 
less so as time goes on (the converse is also true, of course).

Rewards include such bene� cial things as companionship, sex and emotional 
support. But a romantic relationship is not always ‘a bed of roses’. It can involve 
negative and unpleasant emotions as well as pleasurable ones. In the economic 
language of Peter Blau (1964) relationships can be ‘expensive’, so costs include time, 
stress, energy, compromise, and so on. Also in economic terms, a relationship incurs 
another kind of cost, an opportunity cost. Your investment of time and energy in 
your current relationship means using resources that you cannot invest elsewhere.

Comparison level (CL)
There are two ways in which we measure the pro� t in a romantic relationship. The 
� rst, the comparison level (CL), is essentially the amount of reward that you believe 
you deserve to get. It develops out of our experiences of previous relationships 
which feed into our expectations of the current one. It is also in� uenced by 
  social norms that determine what is widely considered, within a culture, to be a 
reasonable level of reward. This is often re� ected in the media, in books, � lms, and 
TV programmes such as soap operas. Over time, we get more relationships ‘under 
our belt’ and more experience of social norms, so our CL changes as we acquire 
more ‘data’ to set it by.

We consider a relationship worth pursuing if our CL is high. There is an obvious 
link with   self-esteem here. Someone with low self-esteem will have a low CL 
and will therefore be satis� ed with gaining just a small pro� t (or even a loss) from 
a relationship. Someone with higher self-esteem will believe they are worth a lot 
more.

Comparison level for alternatives (CLalt)
The second measure of pro� t provides a wider context for our current relationship. 
Do we believe we could gain greater rewards and fewer costs from another 
relationship (or from being on our own)? Given that romantic relationships in our 
culture are usually exclusive, we ask ourselves, ‘Could I do better? Is the grass 
greener elsewhere?’. SET predicts that we will stay in our current relationship only so 
long as we believe it is more rewarding than the alternatives.

According to relationships researcher Steve Duck (1994), the CLalt we adopt will 
depend on the state of our current relationship. There are usually ‘plenty more � sh 
in the sea’, so if the costs of our current relationship outweigh the rewards, then 
alternatives become more attractive. Being in a satisfying relationship means that 
you may not even notice that alternatives could be available.

Stages of relationship development
Another feature of Thibault and Kelley’s social exchange theory concerns the four 
stages through which relationships (and the social exchanges which underpin them) 
develop:
• Sampling stage: We explore the rewards and costs of social exchange by 

experimenting with them in our own relationships (not just romantic ones), or by 
observing others doing so.

• Bargaining stage: This marks the beginning of a relationship, when romantic 
partners start exchanging various rewards and costs, negotiating and identifying 
what is most pro� table.

• Commitment stage: As time goes on, the sources of costs and rewards become 
more predictable and the relationship becomes more stable as rewards increase 
and costs lessen.

• Institutionalisation stage: The partners are now settled down because the norms 
of the relationship, in terms of rewards and costs, are � rmly established.
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Concepts: Love is . . . never counting the cost?
Anushka and Ranveer are a couple who have been married 
for over 30 years. Anushka is terminally ill, but Ranveer 
decided he would care for her at home rather than see her 
put into a nursing home. He has been looking after Anushka 
virtually round the clock for several months, and she now 
has just days to live.

Kareena works in an of� ce with 11 other people. Each year 
without fail, everyone gives each other a Christmas card. 
Kareena can remember how embarrassed she was the year 
she � rst joined the company, when she accidently left one 
of her co-workers off her list. 

Question

What do you think these scenarios tell us about the rewards 
and costs involved in relationships? Can they be explained 
by social exchange theory? Explain why or why not.

Theories of romantic relationships: social exchange 
theory.

Social exchange theory (SET) is one of a number of 
economic theories of relationships, so-called because they 
are based on the assumption that people in romantic 
relationships (like all others) both seek exchange. 

Such theories recognise that people in a relationship 
both seek to give and receive valuable ‘goods’ and assume 
that we act out of self-interest though there is mutual 
interdependence. 

Key term
Social exchange theory – A theory of how relationships 
form and develop. It assumes that romantic partners act 
out of self-interest in exchanging rewards and costs. A 
satisfying and committed relationship is maintained when 
rewards exceed costs and potential alternatives are less 
attractive than the current relationship.

‘I’ll give you the world, but I want it back.’ Are even our 
deepest loving relationships no more than a series of 
reward and cost exchanges?reward and cost exchanges?
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Dodgy � rst date? Too much exchange monitoring at the start of 
a relationship and we might wonder if our partner would rather 
be ‘just friends’.
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@ookx hs  Concepts: You scratch my back
Eric and Arianna found each other on an online dating site, 
and have just spent their � rst day together in the real world. 
They are both very keen on each other, and both think the 
other is very attractive. But everywhere they went together, 
Arianna was totting up how much each of them had spent. 
It was her idea they split the bill in the restaurant. And every 
time Eric said something nice to her, she had to do the same to 
him. But Eric just can’t be doing with all that, so now he isn’t 
sure he wants to continue the relationship.

Question

Which of Eric and Arianna is behaving in ways predicted by 
social exchange theory? Explain which concepts described by 
SET are particularly important in this scenario and why.

1. Explain what is meant by the term social exchange in 
relation to romantic relationships.  [2 marks]

2. Brie� y outline the social exchange theory of romantic 
relationships.  [4 marks]

3. Outline one study of social exchange theory.  [4 marks]

4. Describe and evaluate the social exchange theory of 
romantic relationships.  [16 marks]

Check It

Evaluation 
Inappropriate assumptions underlying SET
Many researchers do not accept the economic metaphor underlying SET. 
Margaret Clark and Judson Mills (2011) argue that the theory fails to 
distinguish between two types of relationship. They suggest that exchange 
relationships (for example, between work colleagues) do involve social 
exchange as SET predicts. But communal relationships (such as between 
romantic partners) are marked by the giving and receiving of rewards without 
keeping score of who is ahead and who is behind.

SET claims that relationship partners return rewards for rewards, costs for 
costs, and that these reciprocal activities are monitored. But if we felt this kind 
of exchange monitoring was going on at the start of a promising relationship, 
we would probably question what kind of commitment our partner wanted. 
It is clear from some research that SET is based on faulty assumptions and 
therefore cannot account for the majority of romantic relationships.

Direction of cause and effect
SET argues that dissatisfaction sets in when we suspect that costs outweigh 
rewards or that alternatives are more attractive. Michael Argyle (1987) points 
out that we don’t measure costs and rewards in a relationship, nor do we 
constantly consider the attractiveness of alternatives. That is, not until we are 
dissatis� ed with the relationship. 

Research supports this view that dissatisfaction comes � rst. For example, 
Rowland Miller (1997) found that people who rated themselves as being 
in a highly committed relationship spent less time looking at images of 
attractive people. What’s more, less time spent looking was a good predictor 
of the relationship continuing two months later. So people in committed 
relationships ignore even the most attractive alternatives. SET cannot account 
for the direction of causation in this outcome.

SET ignores equity
The central concern of SET is the comparison level, the ratio of perceived 
rewards and costs. But this focus ignores one crucial factor that may be an 
overwhelming consideration for romantic partners – fairness or equity. The 
next spread explains how this shortcoming of SET has been addressed by 
another theory (  equity theory). 

There is much research support for the role of equity in relationships, and 
the view that this is more important than just the balance of rewards and 
costs. Neglect of this factor means that SET is a limited explanation which 
cannot account for a signi� cant proportion of the research � ndings on 
relationships.

Measuring SET concepts
SET deals in concepts that are 
dif� cult to quantify. Rewards and 
costs have been de� ned super� cially 
(e.g. money) in order to measure 
them. But psychological rewards and 
costs are more dif� cult to de� ne, 
especially when they vary so much 
from one person to another. The 
concept of comparison levels is 
especially problematic. It is unclear 
what the values of CL and CLalt 
must be before dissatisfaction 
threatens a relationship. How 
attractive do alternatives need to 
be, or by how much should costs 
outweigh rewards?

Consider: Is it possible to measure 
rewards and and costs in a valid and 
reliable way? How does this limit 
SET?

Artifi cial research
The majority of studies supporting 
SET use arti� cial tasks in arti� cial 
conditions. For example, one 
common procedure involves two 
strangers working together on a 
game-playing scenario in which 
rewards and costs are distributed. 
The two ‘partners’ know nothing 
about each other and their so-called 
‘relationship’ depends entirely 
on the task they are performing 
together. More realistic studies using 
participants in real relationships 
have been less supportive of SET, 
especially noting that   snapshot 
studies cannot account for the 
properties that emerge from a 
relationship over time, such as trust.

Consider: How realistic do you think 
these research ‘relationships’ are? Can 
you explain how this limitation of  the 
studies weakens the theory itself?

Evaluation eXtra
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 Methods: Players of games
A psychologist decides to test the social exchange theory of 
relationships by using a game-playing scenario. He recruits two 
groups of romantic partners – some who have been together for 
less than two months and others for more than two years. One 
partner in each couple is Player A and the other is Player B. Player 
A gives £10 to Player B. The experimenter triples this amount and 
gives it all to Player B. Player B then has to decide how much to 
give back to player A, from nothing to £30. The psychologist found 
that in couples who had been together less than two months, the 
mean amount returned by Player B was £17.50. The corresponding 
� gure for couples who had been together for more than two years 
was £12.40.

Questions

1. Write a non-directional hypothesis for this experiment. 
(2 marks)

2. What experimental design is used in this study? (1 mark)

3. The researcher assigned the roles of Player A and Player B 
randomly. Explain how he could have done this and why it was 
necessary. (2 marks + 2 marks)

4. Explain why this experiment might be lacking in validity. 
(3 marks)

studies weakens the theory itself?
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Methods:  
The maths bit 1
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The specification says…

Practical corner

You need images of romantic partners to test 
the matching hypothesis. But don’t make it too 
easy to guess who the couples are.

The practical bit
Designing your study
You will need to � nd images of 10 romantic couples. There are many available on the Internet, 
but your selection needs to follow some strict criteria. Don’t use images of celebrities or any 
other couples your participants are likely to know. You need to be able to divide the images into 
separate individuals, in such a way that it’s not obvious which ones go together. Ideally, there 
should be no cues for participants to work out which individuals belong together. For example, 
one potential   extraneous variable is image backgrounds.

Because you are aiming to   standardise your procedure, the images need to be as similar to 
each other as possible, for example, in terms of size and direction of pose. Images of couples 
getting married � t most of these criteria so are well worth considering. Limit your selection to 
heterosexual couples, within a narrow age range and all of same ethnic grouping. This is purely 
for the sake of standardisation and because you are testing the original matching hypothesis. 
Once you have prepared the images of individual partners, they are well-suited to being 
presented to whole classes of students, for instance in a PowerPoint slideshow on an interactive 
whiteboard. But make sure you present them in a random order.

You should also construct a response sheet on which participants can note their ratings for 
each individual. Indicate on the sheet the numbers of each individual image. Keep a careful 
record of which partners belong to which couples. Finally, decide on a rating scale of physical 
attractiveness, such as 1 to 10 (from ‘not at all attractive’ to ‘extremely attractive’). Include the 
scale in your   standardised   instructions with a detailed explanation of what the participants 
need to do.

Ethical issues
Some participants might object to the whole business of rating physical attractiveness as shallow 
or degrading. You need to make it clear that anyone who does object for this or any other reason 
has the   right   to   withdraw before the procedure begins. You should also obtain   informed 
  consent, so that participants can make a decision about whether or not to proceed. The ethical 
matters will be re� ected in your standardised instructions and   debrie� ng statement.

Selecting your participants
You could, with the co-operation of a teacher, select whole classes   randomly from the school or 
college register. But it’s more likely that you will use an   opportunity sample of available classes.

Analysing and presenting your data 
You need to calculate a   measure of central tendency to represent the average attractiveness 
ratings for each male and female partner (i.e. 20 calculations in all if you have 20 pictures). 
You can present these in a table, with the � gures for the partners in each couple alongside 
each other. You could then draw a   scattergram. Each data point represents the average 
attractiveness ratings for each couple, with the male on one axis and the female on the other 
(i.e. 10 data points). 

For   inferential analysis, apply a statistical test to assess the relationship between the two 
sets of attractiveness ratings. Answering the questions in The maths bit 1 will give you some idea 
of which test you need to use.

1. What conclusions can you draw based on the scattergram? (3 marks)

2. Explain why the median was used to calculate average attractiveness. 
(2 marks)

3. Which statistical test would you use to analyse the signi� cance of the 
relationship in the scattergram? Give two reasons for your choice. (1 mark 
+ 2 marks) (See page 70)

4. The appropriate statistical test was calculated and the result was 
signi� cant at p ≤ 0.05. What does this mean? (2 marks) (See page 72)

Knowledge and understanding of . . . research 
methods, practical research skills and maths 
skills. These should be developed through . . . 
ethical practical research activities.

In both a correlational study and a quasi-
experiment, there’s no manipulation of 
variables like you � nd in a true experiment. 
Sometimes, ethical or practical reasons mean 
that we can only measure variables and analyse 
how they relate to each other. These two 
investigations give you the opportunity to use 
questionnaires and participants’ ratings.

Practical idea 1: The matching hypothesis
The   matching hypothesis is an explanation of relationship formation that puts physical 
attractiveness very much at the forefront of partner selection. However, in choosing romantic partners 
we generally don’t go for the most attractive person available. We compromise partner choice by 
taking into account our assessment of our own level of attractiveness. 

So the aim of this practical is to test the prediction that most partners in a couple have a similar 
level of attractiveness to each other. A   correlational research method is ideally suited to this aim. We 
expect to � nd a   signi� cant   positive   correlation between ratings of physical attractiveness given for 
each partner in a couple.
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Ethics check
We suggest strongly that you complete this checklist 
before starting:
1. Do participants know participation is voluntary?
2. Do participants know what to expect?
3. Do participants know they can withdraw at any time?
4. Are individuals’ results anonymous?
5. Have I minimised the risk of distress to participants?
6. Have I avoided asking sensitive questions?
7. Will I avoid bringing my school/teacher/psychology 

into disrepute?
8. Have I considered all other ethical issues?
9. Has my teacher approved this? 
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Practical idea 2: Testing the 
absorption-addiction model
The    absorption-addiction model has been used to explain how people 
form parasocial relationships (McCutcheon 2002). These are unreciprocated 
relationships, often formed with celebrities. 

Our aim is to test the prediction that people form parasocial relationships 
as an escape from the reality of everyday living. To do this, we need to 
assume that people with stressful lives welcome some escape. Therefore we 
would expect that the degree of parasocial involvement is linked with how 
much stress a person experiences in their everyday lives; greater stress is 
associated with a more intense level of relationship.

 Methods:  The maths bit 2
The table below shows the number of participants in each 
category based on their CAS and CSSEC scores.

1. Using the table below, calculate the totals for each row 
and each column and the overall total. (5 marks).

2. Draw a suitable graph to represent the data in the 
categories. Label the axes carefully and give the graph 
an appropriate title. (3 marks)

3. What type of graph have you drawn? Explain why you 
made this choice. (1 mark + 2 marks)

4. Calculate the frequencies in each cell as a percentage of 
the total frequency. (4 marks)

5. What would you conclude from these � gures about the 
effect of stress on parasocial involvement? (2 marks)

6. Name the   statistical test you think would be 
appropriate to analyse the data. Give two reasons why 
you have chosen this test. (1 mark + 2 marks) (See page 
70)

Table: Number of participants in each stress/parasocial 
involvement category  

Parasocial involvement

Social- 
entertainment

Intense-
personal

Stress
Low 18 7

High 11 14
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The practical bit
Designing the study
This practical is a    quasi-experiment, because the    independent variable (IV) 
is pre-existing and not manipulated by you. The IV is the degree of life stress 
experienced by your participants, low or high. The    dependent variable (DV) is 
the level of parasocial involvement: either social-entertainment (lower) or intense-
personal (higher). You will need two questionnaires to establish the conditions of 
the IV and measure the DV.

The questionnaires
Fortunately there are standardised measures readily available on the Internet. 
These are the Celebrity Attitude Scale (CAS) and the College Student’s Stressful 
Events Checklist (CSSEC). You can � nd both of these using your Internet search 
engine of choice. However, both of them will need some alterations to make 
them more useful for this practical.

The CAS measures not only the two levels of parasocial involvement we are 
investigating, but a third called borderline pathological. There is a risk that a 
degree of stress could be caused by asking participants to � ll in items relating 
to this third level. So for ethical reasons, it would be advisable to remove them 
altogether. Use the scoring key provided with the scale to � nd out which items 
these are.

The CSSEC has been devised for use with American participants. There’s 
no need to remove any items, but it would be useful to change some of the 
language to terms that would be more recognisable to UK students (e.g. course 
for major, teacher for instructor, term for semester). You should also remove any 
text that indicates how the scale is scored.

Ethical considerations
You will have removed the most risky items on the CAS. But you should consider 
that the questions on the CSSEC are somewhat personal and potentially 
invasive. There is a chance that some participants could experience indignity or 
embarrassment. On the other hand, this is a standard    questionnaire which has 
been used in countless research studies. Nevertheless, think about how you can 
counteract any potentially negative effects of such personal questioning. For 
instance, is there any need to collect participants’ names? As each participant is 
going to complete two questionnaires, you need some way of matching them up. 
But this does not have to involve names. You should certainly think very carefully 
about how you are going to obtain informed consent and ensure that your 
participants are aware of their right to withdraw.

Analysing your data
You need to identify ‘low stress’ and ‘high stress’ participants on the basis of their 
CSSEC scores. The most straightforward way to do this is to use a cut-off point 
to divide the set of scores into two groups: high stress participants are those 
who score 225 or more; low stress is a score of 224 or less. You should have two 
parasocial involvement scores for each participant, one for social-entertainment 
and one for intense-personal. For each participant, take the highest of these two 
scores to indicate level of parasocial relationship. 

Once you have classi� ed each participant into their appropriate stress level 
group and parasocial level group, you should be able to complete a 2 × 2 
contingency table like the one on the right.

Deep parasocial involvement can mean a lot of time spent 
dressing up as your favourite � ctional character. But is this 
behaviour an attempt to escape from a stressful life? 

The maths bit

Overall, at least 10% of the marks in assessments 

for Psychology will require the use of mathematical 

skills and at least a further 15% will be related to 

research methods.

Don’t avoid it!
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Revision summaries

Self-disclosure
Revealing personal and sensitive 

information.

Self-disclosure
Social penetration theory
Partners penetrate more deeply into each other’s 
lives as they self-disclose (Altman and Taylor).

Breadth and depth of self-disclosure
Layers of on onion metaphor, start with breadth but 
little depth and then move deeper. 

Reciprocity of self-disclosure
Successful relationship needs a balance in self-
disclosure (Reis and Shaver).

Evaluation
Support from research studies
Sprecher and Hendrick found that couples in 
satisfying relationships disclose more and believe 
their partners do too.     

Real-life applications
Self-disclosure is a communication skill that can be 
learned and developed.

Cultural differences
Cultural differences in sexual self-disclosure in 
individualist and collectivist cultures (Tang et al.).

Self-disclosure and satisfaction
Social penetration theory is wrong in predicting that 
relationship breakdown means less self-disclosure.

Correlation versus causation
More self-disclosure does not necessarily cause 
satisfaction.

Physical attractiveness
Physical good looks increase the liking people have for you.

Physical attractiveness
Explaining the importance of physical attractiveness
Shackelford and Larsen: Symmetrical face is attractive because it’s an 
honest sign of genetic � tness; neotenous female faces trigger caring 
instinct in males.

The halo effect
We have positive stereotypes of attractive people that in� uence our 
judgements of them (Dion et al.).

The matching hypothesis
We choose partners who are of a roughly similar level of physical 
attractiveness (Walster et al.).

Evaluation
Research support for the halo effect
Palmer and Peterson found that attractive people rated as more 
politically competent.

Individual differences
Towhey found that some people are less sensitive to physical 
attractiveness when making judgements of personality and likeability.

Research support for the matching hypothesis
Feingold: Meta-analysis shows correlation between attractiveness of 
real-life partners.

Role of cultural in� uences
Attractive female features and the physical attractiveness stereotype 
both exist across cultures.

Research contradicting the matching hypothesis
Taylor et al.: Online dating choices tend to be for more physically 
attractive people.

Filter theory
Because you can’t go out with everyone!

Filter theory
Social demography (1st � lter)
Kerckhoff and Davis proposed that factors such as 
proximity and education level reduce the � eld of 
availables.

Similarity in attitudes (2nd � lter)
Byrne described the law of attraction as being due to 
similarity, produces a � eld of desirables. 

Complementarity (3rd � lter)
Each partner being able to contribute a trait the other 
lacks becomes more important than similarity later in a 
relationship.

Evaluation
Support from research evidence
Winch found similarity in early stages of the most 
satisfying relationships, and complementarity came later.

Failure to replicate
Times have changed and also original theory wrongly 
assumed depth was related to duration of the 
relationship.

Direction of cause and effect
Anderson et al. found that partners in satisfying 
relationships become more similar as time goes on 
(emotional convergence).

Lack of temporal validity
Online dating has reduced the importance of the � rst 
� lter.

Similarity or complementarity?
Similarity in long-term couples may be more important 
than the third � lter.

Evolutionary explanation of partner preferences
How our preferences for mates have evolved.

Sexual selection and human 
reproductive behaviour

Anisogamy
Male gametes are produced in large numbers at 
little cost, in contrast with female gametes. This 
gives rise to two mating strategies.

Inter-sexual selection
Females prefer quality and are especially choosy. 
Males compete to be chosen.

Intra-sexual selection
Males prefer quantity but must compete for 
access to fertile females.

Evaluation
Research support for preferences related 
to anisogamy
Buss found that males want fertility and looks; 
females want resources.

Research support for inter-sexual selection
Clark and Hat� eld found that female students are 
choosier than males.

Ignores social and cultural in� uences
Social changes occur much faster than 
evolutionary timescales.

Support from waist-hip ratio research
Singh: Males � nd a WHR of 0.7 attractive because 
it’s an honest signal of fertility.

Support from lonely hearts research
Waynforth and Dunbar: Women tend to offer 
attractiveness and youth, men offer resources.

Factors affecting attraction in romantic relationships
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Social exchange theory
The ‘give and take’ of romance.

Social exchange theory (SET)
Rewards, costs and pro� ts
Thibault and Kelley’s economic theory, predicting 
that people want a net pro� t and try to maximise 
rewards and minimise costs.

Comparison level
Amount of reward you think you deserve from a 
relationship compared to the costs, informed by 
social norms.

Comparison level for alternatives
We consider whether we could get more rewards 
and fewer costs elsewhere.

Stages of relationship development
Sample, bargaining, commitment and 
institutionalisation stages.

Evaluation
Inappropriate assumptions underlying SET
Clark and Mills suggest that not all relationships 
involve exchange of rewards and comparison 
with costs (e.g. communal relationships).

Direction of cause and effect
Contrary to SET, research shows that 
dissatisfaction comes before consideration of 
alternatives (e.g. Miller).

SET ignores equity
Both partners’ pro� ts need to be roughly similar; 
equity theory suggests this is more important 
than the amount of rewards and costs for each.

Measuring SET concepts
Real-life rewards, costs and comparison levels 
are dif� cult to de� ne and measure.

Arti� cial research
Snapshot studies using game-playing scenarios 
do not resemble real-life exchange relationships.

Equity theory
Perceived fairness rather than 

equal pro� ts.

Equity theory
The role of equity
Both partners’ level of pro� t needs to be 
roughly similar, otherwise one overbene� ts 
and the other underbene� ts.

Equity and equality
What matters is the ratio of rewards to 
costs: A high level of costs with a high 
level of rewards is seen as fair.

Consequences of inequity
Underbene� tted partner is motivated to 
make the relationship more equitable. The 
perception of inequality matters.

Evaluation
Supporting research evidence
Utne et al. found that couples in an 
equitable relationship are more satis� ed 
than those who underbene� t or 
overbene� t.

Cultural in� uences
Aumer-Ryan found that in collectivist 
societies partners are more satis� ed when 
they are overbene� tting, so equity is not 
universally satisfying.

Individual differences
Not everyone is concerned about equity 
– benevolents tolerate underbene� t and 
entitleds believe they deserve overbene� t.

Types of relationship
Clark and Mills: Equity matters more in 
non-romantic relationships, less important 
to romantic satisfaction.

Contradictory research evidence
Not all relationships become more 
equitable over time, other factors are more 
important.

Rusbult’s investment model
Partners stay because of commitment.

Rusbult’s investment model
Satisfaction and CLalt
A satisfying relationship has many rewards and 
few costs, and compares well with alternatives.

Investment size
Consider the resources that have been put into 
a relationship which we would stand to lose if 
it broke down.

Satisfaction versus commitment
The main psychological factor maintaining 
relationships is commitment, which explains 
why dissatis� ed partners sometimes do not 
leave.

Relationship maintenance mechanisms
Committed partners act to promote their 
relationship through accommodation, 
willingness to sacri� ce, forgiveness, etc.

Evaluation
Supporting research evidence
Le and Agnew meta-analysis showed all three 
factors of the model predicted relationship 
commitment.

Explains abusive relationships
Rusbult and Martz found that abused partners 
who were committed reported greatest 
investment and lowest CLalt.

Oversimpli� es investment
Goodfriend and Agnew extended the theory to 
include the importance of future plans as part 
of investment.

Methodological strengths
Self-report measures are useful because what 
matters in relationships is perception rather 
than reality.

Based on correlational research
Many correlations between different parts 
of the model, but this doesn’t mean that 
satisfaction, comparison or investment cause 
commitment.

Duck’s phase model
       How romantic relationships end.

Duck’s phase model of relationship 
breakdown

Intra-psychic phase
Dissatis� ed partner considers the dissatisfactions 
privately and possibly with close friends.

Dyadic phase
Both partners start talking about the 
relationship, resulting in arguments, negotiations, 
recriminations, etc. 

Social phase
Partners involve their social networks in an 
attempt to save the relationship and also muster 
support.

Grave-dressing phase
The now ex-partners tidy up the loose ends of the 
relationship by constructing a favourable public 
and private story.

Evaluation
An incomplete model?
Rollie and Duck added the resurrection phase, 
and emphasised the processes within the model.

Methodological issues
Understanding the very early stages of 
breakdown requires retrospective recall and is 
also unethical (may hasten end of relationship).

Useful real-life applications
The model identi� es strategies for relationship 
rescue that could be used in relationships 
counselling at different points in the breakdown 
process.

Description rather than explanation
Other explanations are better at identifying the 
factors that create breakdown, e.g. Felmlee’s 
fatal attraction hypothesis.

Cultural bias
Research underlying the model is mostly from 
individualist Western cultures, relationships in 
collectivist cultures are different.

Parasocial relationships
One-sided relationships with celebrities or other distant � gures.

Parasocial relationships
Levels of parasocial relationships
Entertainment-social; intense-personal; 
borderline pathological.

The absorption-addiction model
A fan absorbs themselves in the celebrity’s 
world, then needs to increase their 
involvement in the same way that addicts 
do.

The attachment theory explanation
Insecure-resistant individuals have 
emotional unful� lled needs; parasocial 
relationships avoid the threat of rejection. 

Evaluation
Support for the absorption-addiction model
Maltby et al. demonstrated correlations between 
level of celebrity worship and poor psychological 
functioning (e.g. anorexia).

Problems with attachment theory
McCutcheon et al. found no correlation between 
insecure attachment type and parasocial 
involvement.

Methodological issues
Most research uses self-report measures and 
correlational analysis, thus the support for the 
model lacks validity.

Problems with absorption-addiction model
Model describes characteristics of absorbed/
addicted people, but doesn’t explain how they 
form.

Cultural in� uences
Schmid and Klimmt: Tendency to form parasocial 
relationships occurs across very different cultures.

Virtual relationships in social media
Relationship formation in CMCs compared to FtF.

Virtual relationships in social 
media

Reduced cues theory
CMC relationships lack the cues of FtF 
interaction so there is greater de-individuation 
and less self-disclosure.

The hyperpersonal model
CMC presentation gives more control over 
disclosure and can be manipulated to promote 
intimacy, so relationships can become more 
intense than FtF. 

Absence of gating in virtual relationships
Certain characteristics act as a barrier to 
relationship formation when FtF but not in 
CMCs, e.g. facial dis� gurement, social anxiety.

Relationship maintenance mechanisms
Committed partners act to promote their 
relationship through accommodation, 
willingness to sacri� ce, forgiveness, etc.

Evaluation
Lack of research support for reduced cues 
theory
Walther and Tidwell: CMC involves different cues 
rather than a lack of them (e.g. timing, emojis), 
so emotional states can be expressed.

Research support for the hyperpersonal 
model
Whitty and Joinson found that CMC is more 
direct, blunt, hyperhonest and hyperdishonest 
than it is FtF, supporting the model.

Types of CMC
Extent of self-disclosure online depends on the 
type of CMC and nature of the relationship.

Relationships are multimodal
Most of our relationships are conducted both 
online and of� ine, and each in� uences the other.

Support for absence of gating
A higher proportion of relationships formed 
online than of� ine survive at least two years.

Theories of romantic relationships
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Practice questions, answers and feedback
Question 1 Kaley is an attractive 25-year-old woman who has recently married Ryan, a 60-year-old man who owns fi ve successful businesses. They have 
no children yet, but are hoping to start a family soon.

 Outline the relationship between sexual selection and human reproductive behaviour. Refer to the information above in your answer. (4 marks)

Morticia’s answer 
Sexual selection is an explanation for our partner choices based on evolutionary theory. The 
fact that men produce large numbers of sperm means that their reproductive success is best 
ensured by mating as often as they can and with women who are fertile. Therefore, men like 
Ryan are programmed to be attracted to young women so his offspring will be strong and 
more likely to survive.
 For women it is different. They do best reproductively if they are choosy about a mate 
because each pregnancy is costly in terms of the amount of time and energy required. Women 
are particularly interested in a man who can provide resources because that will protect the 
survival of each infant. That explains why Kaley may have fallen for a rich businessman.

Morticia’s outline for male reproductive behaviour is 
clear and well informed. The application to the question 
stem could have been a little clearer.

In the second paragraph, the outline is well written here 
and again the application – albeit brief – will suffi ce. 

Luke’s fi rst sentence is a brief acknowledgement of 
the stem but this is not really linked to appropriate 
background theory so does not qualify as application.

Although there is material on the differences in sexual 
selection, it is not really made relevant to the stem 
described or linked effectively to behavioural strategies. 

Vladimir’s answer is confused, containing some 
relevant ideas but these are poorly expressed and not 
appropriately applied. There is attempted application 
within the fi nal sentence but this is rather weak.

Luke’s answer 
Kaley and Ryan are examples of sexual selection in action because Kaley went for a man with 
resources and Ryan went for a young fertile mate.
 Anisogamy is a key factor in sexual selection. It is the differences between male and female 
sex cells, which means that there are plenty of males but a female is a rare resource. 
 Females go for inter-sexual selection – they choose between available males and go for quality 
rather than quantity.
 Males go for intra-sexual selection – they have to compete with other males to be selected.

Vladimir’s answer 
Human reproduction is basically driven by the same factors as for all mammals. Males produce 
vast numbers of sperm at little cost whereas women produce only a few eggs. There are two 
kinds of selection, either selection within one sex or between sexes. For women the better 
strategy is intra-sexual selection because they choose a man. For men the better strategy 
is inter-sexual selection because there are lots of them. This doesn’t take into account the 
fact that humans may make conscious decisions and not be driven by their biology, though 
an example such as Kaley and Ryan might suggest that they are because biology explains why a 
young woman would go for an older man, because of his resources.

Question 2 Briefl y outline the equity theory of romantic relationships. (4 marks)

Morticia’s answer 
Equity theory is an economic explanation for how relationships form and are maintained. 
It is called ‘economic’ because it suggests that the key to a relationship is fair trading. 
Equity theory was developed out of social exchange theory and, in contrast, suggests that 
relationships are not just about profi ts and losses but about each partner thinking the 
inputs and outputs are fair.
 One problem with this theory is that it may only apply to individualist cultures who are more 
concerned with what each person gets whereas collectivist societies are more focused on 
the needs of others and actually may prefer relationships where their partner overbenefi ts 
(Aumer-Ryan et al.).

Morticia’s outline of equity theory is accurate and 
reasonably detailed. The comparison with social exchange 
theory is useful as a way of demonstrating understanding 
of equity theory. The rest of the answer is only evaluative. 
This underlines the importance of understanding 
the command words within questions – ‘outline’ is a 
descriptive term.

Luke has focused on a slightly different aspect of the 
theory than Morticia and demonstrated a thorough 
understanding.

Vladimir’s answer is less well articulated than Luke’s but 
the understanding is still there. Most of the key aspects of 
equity theory are explained.

Luke’s answer 
Equity theory, proposed by Walster et al., is concerned with fairness. A partner who 
is overbenefi tted would feel uncomfortable. What is important is the ratio of rewards 
and costs rather than their size. A lack of equity leads a partner to feel distressed and 
dissatisfi ed, the greater the perceived inequity the greater the dissatisfaction. In the early 
days of a relationship inequity may matter less but, as the relationship progresses the 
partners in a successful relationship will work at maintaining equity. Actually what may 
be adjusted is the perception of the rewards and costs rather than the rewards and costs 
themselves so nothing may change it’s just that partners adjust their perceptions.

Vladimir’s answer 
Equity theory is about equality in a relationship. Partners like to feel a sense of balance 
in what they have, in the same way a business feels about their partners. It should be fair 
so that no one is getting more than the other. Partners consider their losses and gains and 
weigh these up in order to decide whether the relationship is worth pursuing. People dislike 
being overbenefi tted as well as being underbenefi tted though this may vary with individual 
differences – in other words some people prefer one or the other.
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Practice questions, answers and feedback
Question 3 Describe and evaluate Duck’s phase model of relationship breakdown. (16 marks)

Luke’s answer 
Duck’s phase model has four phases. In the fi rst phase, which is the intra-psychic phase, the dissatisfi ed 
partner considers the dissatisfactions privately and possibly with close friends.
 In the second phase, the dyadic phase, both partners start talking about the relationship, resulting in 
arguments, negotiations, recriminations, etc.
 In the social phase, partners involve their social networks in an attempt to save the relationship and also 
muster support.
 And fi nally in the grave-dressing phase the now ex-partners tidy up the loose ends of the relationship by 
constructing a favourable public and private story.
 At any point the partners may exit and repair the relationship but each phase has a tipping point where things 
have gone too far and then it is time for the next phase.
 Duck himself criticised this phase model saying that it was too simple. He added a fi fth phase, the 
resurrection phase, where partners start thinking ahead to new relationships. In the new model Duck also said 
that people may return to earlier phases – it’s not a simple linear progression. The earlier model lacked the 
dynamic nature of the newer one.
 A good theory should have research support and one of the issues with this theory is that the research is 
inevitably retrospective – you fi nd couples who have broken up and then ask them to recall what happen. 
It may be that they don’t remember things exactly. In fact their later experiences may affect the way they 
remember the early phases.
 A good theory should also have real-life relevance and this theory offers assistance to relationship 
counsellors who can see what phase a couple is in and recognise strategies that may help at this time to avoid 
the tipping point. Duck suggests, for example, that people in the intra-psychic phase could focus on the 
positive aspects of their partner.
 An important criticism is that this theory really is more of a description than an explanation of why 
breakdown happens. For example, Felmlee’s fatal attraction theory explains that the reason relationships 
breakdown is the thing you found initially attractive becomes very annoying. Such as having a partner who is 
very outgoing, which you admire initially but then come to dislike. Duck’s theory just describes the process of 
that breakdown and therefore doesn’t offer insights into breakdown.
 Like many theories, this theory has an individualist bias, describing relationships from the standpoint of one 
kind of culture. Relationships in collectivist cultures are much more diffi cult to end because other people are 
more involved and in fact in such cultures romantic issues wouldn’t be important at all. This means the theory 
has a limited application.
 (428 words)

Luke’s outline of the phase model is 
concise but accurate and suffi cient 
for the descriptive content within this 
question.

This paragraph (‘Duck himself 
criticised  . . . ’ ) could be read equally 
as further description or evaluative 
commentary but, either way, is relevant 
and well phrased.

The remaining paragraphs all contain 
good, clear, well-elaborated criticisms of 
the theory. They all illustrate the skill of 
sustained commentary. 

The most striking thing about this 
response is that Luke has managed 
to maintain the appropriate balance 
between descriptive and evaluative 
elements for an A level essay.

An awkward beginning from Vladimir 
which tends not to go anywhere initially. 
A clear outline of the theory – a la Luke 
– would have been preferable.

When Vladimir does begin to tackle the 
main features of the model, some of the 
points are a little laboured and there is a 
lack of conciseness, which will affect the 
overall balance of the essay.

The cultural point is not well made 
– why does the theory prioritise 
Western experience? Determinism and 
reductionism are ‘thrown in’ as issues 
but not really made relevant and there 
is vague, speculative methodological 
evaluation at the end. 

Overall, Vladimir has focused too much 
on description rather than evaluation 
which the question also requires.

Vladimir’s answer 
In this essay I am going to describe and evaluate one of the most important theories of relationship 
breakdown, Duck’s phase model of romantic breakdown – so this shows it is just about the breakdown of 
romantic relationships though of course there are other relationships too that breakdown, but romantic ones 
are quite different. Duck described this breakdown in terms of four stages or phases because he could see 
that there are particular steps in the process, it doesn’t all happen at once. The theory was based on research 
with couples who experienced relationship breakdown and Duck identifi ed thresholds that occur when one 
partner is dissatisfi ed. The fi rst threshold is right at the beginning when one partner is distressed about the 
relationship and feels they can’t stand it any more. This starts the intra-psychic phase of thinking about 
what’s wrong in the relationship. The person may discuss their feelings with someone else. The person fi nally 
feels they are right to end the relationship. Many people stay in this phase for a very long time. The next 
phase is the dyadic phase when the two partners start talking to each other. The partners may decide to make 
things better or that it is time to end. This leads into the social phase where they involve other people in the 
breakup discussions such as close family and friends. People are likely to take sides and this makes it hard 
to turn back. Nasty secrets may be revealed. It’s really inevitable that the break up will occur. The fi nal phase 
is grave-dressing where both partners work out their ‘story’ – their account of what really happened. Such a 
story is important for future relationships because each partner wants to look ‘good’.
 Duck’s account is culturally biased as it is based in individualist cultures like America and the UK and doesn’t 
relate well to collectivist societies. So we can’t generalise it to all people all over the world. It really is for just 
one group of people. It’s also quite determinist because it suggests that this is what will happen to you if 
your relationship starts to go wrong. It could also be described as reductionist because it reduces a complex 
relationship to some very simple elements. A more holist approach might look at the whole relationship and 
that might be better. 
 Not much research has been done to support the theory because it is quite diffi cult to ask people about 
what happens when their relationship breaks down. People don’t want to talk about it and they may not tell 
the truth anyway. Research might involve interviews and these are very subjective anyway and there may be 
interviewer bias so we can’t necessarily trust what people say, though you could check interviewer reliability 
with test-retest. So it isn’t very scientifi c research. There are other theories that are more explanatory.    
 (471 words)

On this spread we look at some typical student answers to questions. The comments provided indicate what is good and bad in each answer.
Learning how to produce effective question answers is a SKILL. Read pages 387–397 for guidance. 
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